Solution to the Riemann-Hilbert boundary val

problem for multiply connected domains

Vladimir Mityushev

Department of Mathematics, Pedagogical Academyrakéw, Poland
Equipe Milieux Poreux et Fracturés, Sisyphe, Ursié Paris VI, France



1. Riemann-Hilbert problem for multiply connected domains

Consider mutually disjoint disk8x = ze C:|z-ax| <ry, k=1, 2, .., n, in the complex
planeC, D = C\ g, (Dx U3 Dy).

Given Holder continuous functiost) + 0 andh(t). To find a functions(z) analytic inD
continuous irD(JoD with the following boundary condition

ReA(D) ¢(t) = h(t) on |t-ac|=r, k=1,2, .., n. )
The problem (1.1) is a partial case of Rvinear problem problem
pt)=a)d W) +bt)dg () +ct)on [t—ac =1, k=1,2, ...n. [R)



History of the problen@): (sorry, not all is cited)

l Riemann (1851) Statement and discussion ofélstov-matrix problend™ = G ¢~
and a note about determination of analytic funchgra relation between i8e andim
on the boundary.

fl Poincaré (1882) Automorphic function afideries.
l Volterra (1883) Statement and first simple resul

I H. F. Baker (1897) "Abel's theorem and the allieebtry", Cambridge (new edition
1995)

l Hilbert (1904, 1924) Reduction to singular imegequation with the kernel ctg=.
l Villat & Dini (1912) Solution in closed form td¢ Dirichlet problem for annulus.

R Muskhelishvili (1932), I. N. Vekua & Ruhadze (193@&ntiplane elastic problem, trans-
mision problem, perfect contact)

lGqusin (1934) A functional equation for multiptpnnected domains and generalized
alternating Schwarz method.



l Gakhov (1941) Closed form solution for simplynoected domains.

l Kveselava (1945) Reduction to integral equatiémeminaliry result on Bojarski's
system.

R Markushevich (1946) Statement of tRe-linear problem in complex form.
l l. N. Vekua (1952) Integral equations, estimatdithe deffect numbers.
"Generalized analytic functions"”, Nauka, Moscow889

l Bojarski (1958-1959) Estimation of the deffect tuars. Solvability of the problem
had been reduced to solvability of the linear atgebsystem with analytic coefficients
(Bojarski's system). Special cas& (y < n.

R Bojarski (1960) "elliptic case"of thie —linear problem (see L. G. Mikhajlov (1963)) .
Bl Muskhelishvili "Singular integral equations”, NaKoscow, 1968.

BBl Mikhlin (1949) Generalized alternating Schwarz moet (Decomposition methods)
and Schwarz's operator.

Rl Zverovich (1971) Using of Riemann surfaces.



I T. Akaza, K. Inoue (1984) Limit sets and Poincseées for Schottky groups.

R BBl Bl R + FunctionalEqgs= Complete solution to the problem: Mityushev (1993
1998)

"Constructive methods to linear and non-linear loaum value problems for analytic func-
tion. Theory and applications"”, Chapman & Hall /©R.999 (with S. V. Rogosin)




Auxiliary

Ca - Banach space of functions analyti¢ jifL, Dx and continuous in



rk2

Z' k) = = T - iInversion with respect to the circlg —ax | = r.

If f(2) is analyticin|z—ay| <rg, thenf(z'y) Iis analyticin| z—ayx | > ry.
INtroducez’ (k, ky 1...ky) *= (Z' (k-1 kno... k) )k » WHICh can be written in the form

ej z+b; ej z+b;
Vi@ = oo ME2Z, ¥{(D = g5 Me2Z +1,edj-bjcj = 1, m- level ofy,

Yo(2) =2, v1(2) = Z' 1y, v2(2) = Z'2), ..., Yn(D) = Z'(n), Yn+1(D = Z°21), Yn+2(D) = Z'31),--.

K :={yj(2 of even leve], F :={y;(2)of odd leve}



2. Harmonic measures

Let we D be a fixed point. To find a functian(z) = a4(X, y)

(z=x+1Yy) harmonic in
D continuous i JoD with the following boundary condition

as(t) =ogyon |[t—a|=r, k=1, 2, ...,n, (2.1)

wheredg, Is the Kronecker symbol. Represent the harmomctianag(2) in the form
as(2) = Rep(2 + X0 _1 Anln | z—am | +A, (2.2)
where} ! _; An= 0, ¢(w) = 0.

By — RSB+ ) = o) - 5D+ fM), [t-ac=r, k=12 .0,

where f(2=0s1 — ek AmiIn | Z—am | +AcInT + Ain | z—ax | =1k. (2.3)



Introduce

Pk(2) + Xk [O(Z'm) — Pen(W ()] — oW o) + T(2), | zZ—ax| =<1y,
D(2) = K=1,2, .n
¢(2) + Yt [Pm(Z" (m) — (W' m))], z € D.

[t-ac]=rc OF (1) -0 (1) = ¢(t) — d(t) + G — fu(®) = 0 = B(2) = $(W) = O

B— system ofiGHONNSHNEHSHs

(2.4)
Pk(2) = = 2mek [Om(Z (1) — Om(W' )] + (W) — T(2), [z—a| =1y, K=1,2, .., n,

$(2) = _anzl [dm(Z' () — d(W m)], Z € D. (2.5)
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Lemma. Given f(z2) € Ca and numbers uy € [0, 2x). The system of functional
equations

P2 = — e Y sk € [P (Z (m) — Pn(WFm))] + d(W* i) — f(2), (2.6)
|lz—a | <re, k=1, 2, ..., n,

has a unique solution inC,. This solution can be found by the method of sucse
sive approximations. The approximations convergesiCy.

The proof of Lemma is based on solvability of Bvdinear problem Bojarski (1960)
Application of Lemma to (2.4) and (2.5) yields

7) = — ”_Amg In == 4 In e =m 4=
¢( ) Zm_l ( k#m vv*(k)—am k:#m’ klz/:k W*(kkl)—am )
)’j(Z)—am .I: ) 7(

Yi(W)—am

Yi@D—-am ¢ _
o it if y;eFm,

et AnIn 12 m¥h(@,  where gl (2)=
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K (OF Frpy) = {Z*(kj Ki_1...k) € K: kj + mj.
Harmonic measures

@s(2) = Yot AmIn | TTS2 0. U, YD | + Ao,

The real constants,, (m=0, 1, ..., n) satisfy a linear algebraic system. They are writte
explicitly.
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3. Schwarz's operator

Complex Green's function is represented in the form

M(z, ) = Mo(z, {) + X1 am({) IN(Z— am) — IN¢ - 2) + AQ), (3.1)

where Mo(z, () is a single-valued analytic function o in D (for any fixed (),
Mo(w, ) = 0, A(() is unknown. The boundary value problemKty(z &)

RqMO(t’ §)+an=lalm(z)|n(t_am)_In(g_t)+A(§)] :O,lt—ak|: rk’ k: 11 21 g

(3.2)
IS reduced to the system of functional equations

(3.3)

P2 = = 2 mek [Om(Z ) — dIW' )] = £(2), |z—a | =r¢, k=1,2, .., n

Application of Lemma to (3.3) yields the formula



13

Mo(z &) = Tt @m@ IN T12 1 j2m¥(@ + w(z, ), (3.4)

{—yi@ - _
Tj(w) If ’)/167(,

wherew(z, {) = InT[21wj(z {), wjz )=

= if if yjeF.

Schwarz's operator solves the problemp®e= f(t) on |[t—ac|=r¢, k=1, 2, ...,n with
single-valued Ré(2) in D (Im ¢(2) is multi-valued inD). It is written explicitly in the fol-
lowing form

$(2) = = Zizlf f({) %

|{—ax|=r«

1 1 e \2 1 1 1
(ZyjeW ( {—yij(w) B {-vi(2 ) + ( f_kak ) ZyjeT( m B W ) B E) dg +
757 2kt Jrar (O 52 (O do + SR AdINZ - &) + ()] + o
It is possible to write explicithA(l).
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4. Riemann-Hilbert problem

Using the factorization of(t) reduce the problem (1.1) to

Ree " w(t) =gt) on |[t—a|=r, k=1, 2, ...n. (4.1

Remark. It is possible to write explicitlye=*, g(t) and the factorization functioX(z).
The Riemann-Hilbert problem (4)is reduced to the functional equations

o(2) = —€ M Y e €M [P(Z (m) — Pn(W )] + Bk(W ) + (2),

lz—a| <ry, k=1, 2, ...,n, (4.2)

wheref (2) has the following structur&(2) = h(z) + $.2% ps B«(2) + e« Q, h(z) and
B<(2) are knownps are arbitrary real constants (for positive ingexf A(t)), Q is arbi-
trary complex constant. Note théy(z) does not depend ajit) which enters int(z).
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The solution of (4.2) has the form

dk(2) = (A ) (2 + 224 ps(Ax Bs) (2) + e« Q + ¢, where the operatafly is defined
by the formula

(AF) (2 = e T30 (=DM Tk Diegeky -
Skik s CT e ol F(Z 4 ks, k) — FOW (ks k)] + F(2)

|z—ax | <ry,

w(2) = Q- anzl eﬁ“k[(ﬁm(Z*(m)) — (W m)] (4.3)
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Theoreml1 (y = 0) Let at least two numbersu, are non-equal. Then the Riemann-

Hilbert problem (4.1) is solvable iff the linear abebraic system with respect t(ps
and Q is solvable

Re[—e ™ ¥ nak € [(Ax T) (W mi) = (Ak ) W m)] =
h(W* ) — 2&; ps BsW¥ ) + e« Q] = 0,

k=1,2, ..,n. (4.4)
If (2.6) is fulfilled, the general solution has thdorm
@ = [Th=1 @ — 3 [X(D w(2) + 251 65 7. (4.5)

In (4.5) y undetermined complex constantsare transformed into 2 real ps.

Existence of the system (4.4) were predicted byaB#) (see addition to I.N. Vekua Gen-
eralized analytic functions, Nauka, Moscow, 1988).
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Theorem?2 (y < 0) Let at least two numbersuy, are non-equal. Then the Riemann-
Hilbert problem (4.1) is solvable iff for someQ

Re[—e % ¥ nak € [(Ax ) (W mi) = (Ak F) (W m)] — h(W* ) + e« Q] = 0,
k=12, ..., n.

If (2.6) is fulfilled, the general solution has thdorm

$(2) = [Tm=1(Z - a)* X(2 w(2).

The solution¢(2) is regular at infinity iff w(z) has zero alz = oo of order | y|.
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4. Poincaré series ¢

Let H(2) be a meromorphic function. The Poincésg—series
02¢(2) = X,.cx Hlyi(@] (cj z+d))~>° (4.6)
IS associated with the grodg.

Whenq > 1 the series (4.6) converges absolutely and almugdrily in a subset of.
Whenqg = 1 the series (4.6) can be either absolutely comrergr absolutely divergent.
Poincaré proposed to investigate the absolute cgamee by comparison with the series

20 ICi |=2. Necessary and sufficient conditions for absoldavergence of the series
have been found by [Akaza T., Inoue K. Limit setggeometrically finite free Kleinian
groups, Tohoku Math. J., 36, 1-16, 1984].

However, the serieg)(2) is always uniformly convergent. More precisely [ishev V.
Convergence of the Poincare series for classichbt8q/ groups, Proc. AMS, 126, 8,
2399-2406, 1998]
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Theorem 3. Let a rational function H(2) has poles only at regular points oK.
Then the Poincaréf,- series converges uniformly in every compact subised
D / {limit points of %C}.

Proof is based on the representatigia) = —%[(cp(z) +H(2) - (w(2) —H(2)], where
#(z) andw(z) have the form of (2.5), whetg(z) satisfy similar functional equations.
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5. Generalizid method of Schwarz sch

Dirichlet problem: u(t)= f(t) on |t—ax| =1k, k=1, 2.

First approximation:

Second approximation:
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Integral equations corresponding to the method

(D) = =5 D ([ 20— aG”‘(WT)]a%S+ o= || () S ds+ £ (2),
k=1, 2,

Gn(z 1) Is Green's function of the exterior Df,.




