MACROSCOPIC DIFFUSION ON ROUGH SURFACES*

P. M. ADLER', A. E. MALEVICH!, AND V. MITYUSHEV#

Abstract. We consider diffusion on rough and spatially periodic surfaces. The macroscopic
diffusion tensor D is determined by averaging the local fluxes over the unit cell. D is proved to be
the unit tensor for macroscopically isotropic surfaces. For general surfaces, an asymptotic analysis is
applied, when the ratio of the oscillation amplitude to the size of the unit cell is a small parameter
¢. The microscopic field is determined up to O(¢®) in analytical form and an algorithm is derived

to calculate higher order terms. We also deduce general analytical formulae for D up to O(¢%) and

derive an algorithm to compute D as a series in €2.
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1. Introduction. Diffusion on surfaces has important applications in several
fields and it has attracted attention for a long time ([1, 2, 3, 4, 5] among many
others); however, in these references, attention is mostly focused on the interaction
between the diffusing atom and the underlying solid lattice. In a different field of
applications, the phenomenon of surface conduction plays a role in electrolytes; it is
presently explained [6] by diffusion of ions within the Stern layer.

In both situations, real surfaces are expected to be rough and the major purpose
of the present paper is to study diffusion on a rough surface S, a phenomenon governed
by the following equations [7]

Vs-j=0, j=-DVsc, (1.1)

where Vg is the surface gradient operator, j the local flux, ¢ the solute concentration,
and D the molecular diffusion coefficient. For sake of simplicity, D is constant and
normalized to 1. The macroscopic diffusion was introduced in [8] where it is called the
surface capacity. General analysis of flow and transport on surfaces is presented in
[9]. The purpose of the present paper is to describe local fields on periodical surfaces
and to determine the macroscopic diffusion in analytic form.

The surface gradient operator and the Laplace equation on surfaces are detailed in
Section 2. In Section 3, diffusion is studied on doubly periodic surfaces by asymptotic
analysis; the ratio of the oscillation amplitude to the size of the unit cell is assumed
to be equal to a small parameter €. We derive the local concentration in the surface
in Theorem 3.1 up to O(e?).

In Section 4 we investigate the macroscopic diffusion tensor when the represen-
tative cell is a square. An isomorphism is defined which relates diffusion on surfaces
and conductivity of special composite materials (for instance, polycristals). The main
results of Section 4 are summarized by the two properties

THEOREM 1.1. Let the representative cell be a square. Then, detD = D? = 1.

COROLLARY 1.2. Let the representative cell be a square and the surface be macro-
scopically isotropic. Then, D is the unit tensor 1.

The proof parallels a Matheron’s formula [10, p.122] and the well-known Dykhne-
Keller manipulations for composite materials [11, 12, 13].
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Section 5 is devoted to the determination of the effective diffusion tensor D of
the general surface up to O(¢®). In Section 6, we study square representative cells.
First, a general algorithm is derived to calculate D in analytical form up to O(£2"+?)
for a given number n. Second, the general form of D is represented up to O(g%)
in terms of the Fourier series and a general algorithm is derived for higher order
terms. Examples of determination of D up to O(¢?2) are given for some surfaces. The
symbolical algorithm is detailed in the Appendix.

2. Gradient operator and Laplace equation on surfaces. In the present
section, we derive the Laplace operator on a surface S in a form convenient for our
purposes. Let the surface S be defined as the function

z = f(xay)7 or I‘(J?,y) = ($,y, f(z:,y)), (xay) €Q (21)

in the space R® where Q is a simply connected domain with piece-wise smooth bound-
aries. (z,vy, z) is an orthonormal system of coordinates. We assume that the function
f(z,y) has continuous second derivatives in the closure of Q.

The gradient operator Vs on S has the form [7]

Vse=(I— nnT) - Ve, (2.2)
where the function c(x,y, z) is continuously differentiable in the vicinity of S; I is
. T
the identity operator; Ve := (%, g—z, %) , where T denotes the transpose operator;
the normal unit vector n can be expressed as follows n = VTf = %( far fy -
§:=(1+f2+ fy2)1/2. Here, the dyadic nn' is given by
T 1 fqzc fxfy 7fx
nn = 572 facfy fy2 _fy
_fa: _fy 1
One can write the gradient in the expanded form
Ly <Ly L) (g
Vsc:(s—2 —fofy 14 f2 2fy , g—z . (2.3)

Let us apply (2.3) to the surface z = f(z,y). Instead of the concentration c(z,y, z),
it is convenient to use the function ¢(x,y) = c¢(z,y, f(x,y)). Then, (2.3) becomes

1 1 + f; _fzfy
572 _fzfy 1 +f12 vLyd)a (24)
fa fy

VS¢ =

-
where V,, = (%, 6%) . Let us introduce the matrix

_ 1 1+f5 _facfy
K‘é?[—fxfy 1+f§]' (2.5)

Then, the first two components of (2.3) can be written as a two-dimensional vector
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q denotes the two components in the (z,y)—plane of the opposite of the flux on
the surface S. The formula (2.6) will be used for calculating the effective diffusivity
tensor. The Laplace operator on the surface S is given by the following formula [16]

Asp = % Vay - (0 K Vgyo) . (2.7

Here, K can be considered as the contravariant metric tensor of S. To prove this, we
first consider the vector-function r(z,y) = (,y, f(z,y)) from (2.1) which determines
the surface S. Next we contract the covariant metric tensor

o rgerg rgery| 1+f3;2 faf
MLm'Py ry'rﬂ{fwfy 1+;ﬂ =

and calculate the determinant §2. The contravariant metric tensor is constructed as
the inverse matrix of (2.8). M~! is equal to K defined by (2.5).
It follows from (2.7) that the Laplace equation can be written as follows

1
5 Vay - 0 K Vgyo) =0 (2.9)
or in an expanded form
: ; 2fuf

_ ;4[(1 + f;)facx = 2fufyfay + (1 + ff)fyy] (fa(bx + fy¢y) =0.

3. Asymptotic expansion and boundary value problem for general cells.
In the following, the surface S is assumed to be spatially periodic with a unit cell whose
projection on the xzy—plane is Q. For our purpose, it is sufficient to consider the case

where the domain () is a rectangle { (z,y) € R*: |z| < \1/2, |y| < )\2/2} with sides

A1 and A\ and of area A\;A2. When an external concentration gradient Ve = (-1,0)
is applied along the z—direction, the concentration ¢(z,y, z) satisfying equations (1.1)
on the surface § must verify the following periodicity conditions

C(IL‘ + Alaya Z) - C(.T, Y, Z) = )\17 VSC(I' + )‘h Y, Z) = Vsc(x,y, Z)a

3.1
c(x,y+>\2,z) =c(33,y,z), VSC(I,y—FAQ,Z) :VSC(JU,y,Z). ( )

The conditions (3.1) must be fulfilled at the edges of the surface located on the planes
x =+, y =222 Then (1.1) and (3.1) are considered as a conjugation problem on
S.

It follows from Section 2 that the same problem can be stated in terms of the
function ¢(x,y) := c(z,y, f(x,y)) with the following boundary conditions

/\1 /\1 8¢) )\1 a¢ )\1
¢(?,y)—¢(—7,y)=)\1, %(?79):%(—?,9)7 i
e ﬁ) = ¢(z _ﬁ) @(w ﬁ) — %(x _ﬁ) (3.2)

Tl Y g oy 27 oy 27

The problem (2.10,3.2) is a standard jump problem on the torus represented by the
rectangle ) with identified opposite sides for the elliptic equation (2.10). There are
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various methods to solve such problems. The most popular ones are the method of
integral equations [15] and the method of finite elements [9]. However, they give only
numerical results. Here, a perturbation method based on asymptotic analysis will
be used. Computations of the integrals are avoided and the solution of the problem
(2.10,3.2) is derived in an explicit form.

We assume that the sides A\; and Ay of the rectangle @ are sufficiently large in
comparison to the amplitude A of the oscillation of the surface. A is supposed to

be of order 1; hence, the ratio )% is characterized by the small parameter ¢ = i—’lr

We also assume that A\; and A\s have the same scale, i.e., the parameter w = i—; is of

order O(e%). Let us make a change of variables in the function f(z,y) from (2.1) and
equate it to h(&,n), where the function h(§,7) is defined for || < 7, |n| < T; the new
variables £ = ex, n = ey are the so called fast variables. We assume that h(£,7n) is
doubly periodic, i.e., h(§+2m,1) = h(§,n) = h(&,n+ 2Z) and it is twice differentiable
in the closure of Q). The small oscillation of the surface in terms of h(£, ) means that
the absolute values of he, hy, hee, hey, hyy are of smaller order than Ay and A since

fw:€h£7 fyzahna
Jox = 52h££a foy = 82h§n7 fyy = 52hm7'

THEOREM 3.1. The problem (2.10,5.2) has a unique solution up to an arbitrary
additive constant. This solution is represented in the form

P(z,y) =z + (&, n) + O(e?), (3.4)

where ®(£,m) is a periodic solution of the problem

(3.3)

ee + Py = he(hee + o) - (3.5)

The proof of the theorem is standard and it is based on the asymptotic analysis
applied to the problem (2.10,3.2).

Remark 1. An explicit form of the function ® can be given through Green’s
function for a rectangle @ (see [15]). We do not write it here, because another formula
in Section 6 which is considerably simpler, will be used.

Remark 2. The asymptotic analysis applied to the problem (2.10,3.2) can be
extended to higher terms O(¢™), where m > 3. We shall do it in Section 6 for the
case A\ = As.

4. Diffusion tensor. The square cell. Diffusion on the surfaces is described
at the large scale by a second order macroscopic diffusion tensor

D D
D= Tx xyil ,

which is understood as follows. First, we note that the macroscopic diffusion in the
z—direction is absent, since S is periodic in x and y, and hence the macroscopic tensor
D has only z— and y—components. Locally, the surface S (z and y belong to the cell
Q) has a unit diffusion coefficient. Let S be substituted by the plane domain Q.
The macroscopic tensor D can be shown to be defined by the surface integral

_ 1 1
D- — doe = —— O dxd 4.1
ve A1A2 //q os A1z //q e (4.1)
S Q
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where the imposed gradient is equal to the vector Ve. The opposite q of the local
flux is defined by (2.6), and corresponds to Ve. Let us recall that § = /1 + f2 + fy2

The tensor D is symmetric as it should from general principles [17]. Note that the
definition (4.1) is consistent with the definition of the surface capacity [8].

The Laplace equation (2.9) can be considered as a two-dimensional elliptic equa-
tion with respect to the potential ¢(x,y), which derives conductivity of the plane
composite material with the local conductivity tensor A := §K. Then the vector
—d q can be treated as a flux in the composite material, and the tensor D from (4.1)
as the effective conductivity tensor. Therefore, we have created an isomorphism be-
tween the diffusion on the surface S and the conduction in the composite material
represented by the cell ) with the local conductivity tensor A. Let us study this

tensor

LI+ fy —fuf

A= - Y ul 4.2
The eigenvalues of A are § and 6 !. Hence, the tensor A in the principal axes becomes
0 0

)

The local conductivities along the principal axes are § and §~'. Let
g1 0
Ae ~ [0 0'2]

denote the effective conductivity tensor corresponding to the local tensor A.

For the rest of this section, we assume that @ is a square cell. Following Matheron
[10], we rotate the cell @ of the composite material (of the surface) by 90°. Then, for
the new structure the conductivity tensor in the principal axes becomes

5710
R* ~ .

o
Let us consider another composite material defined by the resistivity tensor R*, i.e.,
5! and § denote the local resistances along the principal axes. Hence, conductivity is
changed into resistivity and vice versa. Since conductivity is the inverse of resistivity,
the conductivity tensor A* corresponding to the resistivity tensor R* in the principal

axes becomes
« 6 0
A ~ |:0 6_1:| .

The effective conductivity tensor A} has the same form as A., since the local tensors
have the same form. Rotate the cell by 90° backward. Hence, the effective resistivity
tensor of the original composite material is obtained

g2 0
R~ (7]

Using the relation between the conductivity and resistivity coefficients, we arrive at
the fundamental formula

(710'2:1.
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Therefore, the effective conductivity tensor A, (the macroscopic diffusion tensor D)
in the principal axes becomes
g1 0
D~ Z1 -
[0 91 1]

Then the invariant detD is always equal to unity for the square cell (Theorem 1.1
from Section 1)

detD = Dy Dy — D2, =1. (4.3)

There is a surprising consequence of (4.3) for a macroscopically isotropic surface,

namely o1 = oy Lor oy = 1, i.e., the macroscopic diffusion tensor for isotropic surfaces

with a square unit cell is always equal to the unit tensor (Corollary from Section 1).

Consider an example which illustrates the physical essence of Theorem 1.1. Let

the surface be cylindrical and its generator parallel to the z—axis (see Figure A.1).

The unit cell @ is a square of side 1; however, the length of the arc of circle is I.

First, the imposed gradient % is parallel to the z—axis. Then, the total flux

of solute is equal to —ZD%. Seco&i, the imposed gradient is along the y-axis; the
corresponding flux is given by —%g—;.

Hence, these relations can be summarized by D,, = [D and Dy, = %; therefore
we get DD, = D?. In words, the longer length in one direction implies a smaller
conductivity; but, when it is viewed from another direction, it offers a larger surface

and thus a larger conductivity.

5. Diffusion tensor for a general cell at low order. In the previous section,
we have obtained an exact result for diffusion on isotropic surfaces. For general
surfaces represented by a square cell, formula (4.3) has been deduced. We now proceed
to discuss general surfaces represented by a rectangular cell. In order to determine D
from (4.1), it is sufficient to consider diffusion under two external fields in the z— and
y—directions, separately. Let us first choose the x—direction; then, we can determine
the two components of the diffusion tensor

1 1
(Dafanxy) = m//qdas = m//q(ded% (5.1)
S Q

where the vector q is defined by (2.6). Substituting (2.5), (2.6) into (5.1), we obtain

_ 1 1 5 % B %
Dow = 35 é/ T ((fy +1) 5o = fofy ay> drdy.  (5.2)

The component D, is calculated as follows

_ 1 1 2 00 e a¢>
D,y = A é/ fT?Jrngrl( fmfyax—i-(fw—kl)ay dxdy. (5.3)

The function ¢(x,y) from (5.2,5.3) is solution of the problem (2.10,3.2).
Let us apply the formulae (5.2) and (5.3) to the first order approximation. Sub-
stitution of (3.4) into (5.2,5.3) yields

T m/w

w 1

- —7/w
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//(@)5d§dw = /<I>dw (5.4)
G

oG

Apply the Green formula

and use the periodicity of ® to obtain

T T/w
w
Dp=1-22; / (h2 — h2) dédn + O(=Y) (5.5)
—T —7/w

Similar arguments yield the formulae
e TI'/UJ
Day = 52% / / hehy, dédn + O(Y) (5.6)
- —7/w
T T/w
w
Dy, =1+e*>— / (hi — h2) d&dn + O(e*) . (5.7)

82
- —7/w

In terms of f, (5.5-5.7) take the form
1= oxog [/ (f2 = f7) dzdy —xon; S fufy dady
Q Q

+ONTAT,
SIS fafydudy 1+ gt [1(f2 - £2) dedy| TONTTART)
Q Q

D=

(5.8)

where m +n = 4.
The formulae (5.5-5.8) have the following interpretation in the space Lo endowed

by the scalar product and the norm

T T/w

w
(F.G) =15 / / F(&n) G(&m)dedny,  |FI* = (F,F).  (5.9)
-7 —7/w
For instance, (5.5-5.7) can be written as

el = |1y ]?) X (he, )
(he, hy) 3 (el = [y

The formula (5.10) is valid up to O(e?) in terms of the fast variables. Let us
deduce a higher order formula for D using the function ®(&,7) from Theorem 3.1.
For the definiteness, consider the component D,,. (3.4) can be further expanded as

b(z,y) =2+ ®(&,n) + 2P2(&,m) + 303(&,m) + O(?), (5.11)

where ¢2 and ¢3 are unknown functions. Substitution of (5.11) into (5.2) yields

D=1I-¢2 [_5( ) +0(e%). (5.10)

T /W
- ol 2 o0 3
Dew = 12 / (1 = (0~ 1Y) — @)+ (da)et (5.12)
- —7/w

1 1 3
54((%)5 = 5 (hg = ha)®¢ — hehn®y + 5 (hg + ha) (7 — hi))) dédn + O(”) .
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First, we note that application of the Green formula (5.4) cancels the unknown func-
tions ¢9 and ¢3. Hence, (5.12) becomes

T Tjw

2
w e® 5 9

- —7/w

1 1
£t (—(hE = B — hehy®, + < (3¢ +2h2h2 - h@))) dédn + O(<%).

Here, O(e°) was changed into O(e®), because it can be shown that D is an even
function of €. The formula (5.13) can be written as follows

g2 1
Dy =1+ —(llhell® — [[hy]1%) +84(*(3||h§||2 +2(hg, hy) — ||hglI?)
2 8 (5.14)
— 5 (h = h2,@¢) = (hehy , @) ) +O(").
Recall that [VA[* = hZ+hi . (5.14) shows that calculation of Dy, up to O(¢®) requires
only the knowledge of function ®(£,n) from Theorem 3.1. The same is true for the
tensor D.
Let us consider an elementary example of surface

. 2mx . 2my A1 A2
= sin % in 21Y <AL <22
f(z,y) = sin N sin N 2] < 5 ly| < 5
Then,
. . s
Mem) = sin€ sinwn,  Jel < <7

where w is recalled to be equal to A1/\y. The Poisson equation (3.5) becomes
Bee + @y = —(1 +w?) cos € siné sin®wn. (5.15)

It is easily seen that the function
1
(I)(€7 77) = 16 sin 2€ (1 + w? — cos 2w7])

is doubly periodic and satisfies (5.15). D, is deduced from (5.14) as

2 4

_ E 2 &€ o2 4 6
D”_1+8(1 w)+512(21 8w — 13w™) + O(e).

Along similar lines, we obtain

Dy =0,
ey et 4 2 6
D,, :1+§(w —1)+5@(21w —8w” —13) 4+ O(e).
One can see that D,,D,, =1 up to O(¢%) and that it verifies Theorem 1.1.
Remark 3. Note that when w is replaced by w™!, D,, is not replaced by D,,.
This is due to the fact that when (A1, A2) is replaced by (A2, A1), w is replaced by w™*
and ¢ is multiplied by a factor A; /.
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6. Diffusion tensor for square cells at higher orders.

6.1. General. Let us discuss anisotropic surfaces in the present section. Con-
sider the case Ay = Ay = A where calculations become easier since it is possible to
avoid calculations of the integrals and to deduce analytical formulae for the tensor D
of higher order in € = 27” According to the general scheme given in Section 3, we solve
the surface Laplace equation on the surface with the following boundary conditions

A A b A . b, A

(5 y) —d(=5.9) = A, 55(549)—-55C—§,y% 6
6.1
8. 3) = ol ), o 3) = 5ole=3),

by using the fast variables £ = ez, n = ey, where ¢ = QT’T Hence, w is equal to one.
We decompose ¢(x,y) onto slow and fast components

¢<$,y) = Fo(.’L‘,y) + F(El‘,&‘y).

It is known from Theorem 3.1 that Fy(z,y) = . We are looking for F(£,n) in the
form of an expansion

F(&m) => e on&n).
k=1

Then,

oo

d(,y) = > (&), (6.2)

k=—1

where ¢_1(&,n) = &, ¢o(&,n) = 0; the unknown functions ¢, (kK = 1,2,...) are
periodic in the square (—m,7) X (—m,7), i.e., op(§ +7,n) = dp(§,n+7) = dr(€, 7).

Let us rewrite (2.9) as an expansion in € in terms of the fast variables. First, we
introduce the matrices

h? heh 1 0
= 3 £m =
P=l, )b

In order to calculate (5.1) and (5.3), we rewrite the vector q in terms of the fast
variables

1
q=0KVeyo =< (I+e°P)Vyyo. (6.3)
Here, in agreement with (6.2)
Viyd =D "V 1, (6.4)
k=0

T
since V,, = €V, where V = (a%, a%) is the gradient in the fast variables. Using
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(6.3) and (6.4), we obtain

q=-(I+*P)(eVep) = Vo_1+ (6.5)

| =

+ Z €2n <v¢2n1 + Z AmHm_l((2m — 1)HI — 2mP>V¢2n2ml> +

n=1 m=1

I Z g2n+1 <V¢2n + Z ApH™ ' ((2m — 1)HI — 2mP)V¢2n—2m> )

n=1 m=1

where

(—1)™(2m — 3)!!

Am = 2m)ll

and  H :=|Vh|* = b + b, (6.6)

We put n!! =1 for all n < 0. Applying the operator V, to (6.5), we obtain the
Laplace operator on S as a series in the powers of €

§Asp = Vg (0KVyy¢) =’V - (= I+eP)Ve) =

Z 82n+1 <A¢2n—1 + Z_lAmﬁnL(¢2n—2m—l)> (67)

| =

n=1
+ Z 62n+2 <A¢2n + Z Am£m(¢2n2m)> )
n=1 m=1

where the linear operator £,, acts on the scalar function ¢(&,n) as follows

Ln(¢) = (2m —1)H"A¢
+mH™ ((2m — 1)VH - V¢ — 2V - (PV9)) (6.8)
—2m(m — 1)H™ *VH - (PV¢),
where A is the Laplace operator in the fast variables. The Laplace equation Ag¢ =0
holds if and only if the coefficient of every power of ¢ is equal to zero. This implies

that we have reduced the Laplace equation to the two separate cascades of Poisson
equations

A¢2n—l = - Z Am£m(¢2n—2m—1)’ (69)
m=1

Ad)Qn = - Z Am£m(¢2n72m)7 (610)
m=1

where n =1,2,....
One can see that (6.10) becomes

Ao, =0, n=12,..., (6.11)

since the initial term ¢¢ is equal to zero. It follows from the Liouville’s theorem for
the class of doubly periodic functions [18] that ¢o, = constant for n =1,2,....
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Let us write the first two equations of (6.9)
Ay = he (hee + hay)
Ads = 5 (02— 1) (81)c — (81)mn) + 2hcha(61)ey
+ (hee + hm) (he(61)¢ + hn(1)n)
- % he (h§ (3hee + ham) + hi (hee + Bhay) + 4h§hnh5n) :

(6.12)

One can see that ¢, satisfies a Poisson equation with a known right-hand part; ¢3
satisfies a Poisson equation with a right-hand part depending on V¢; and so on.
Therefore, the cascade (6.9) is correct, i.e., each function is determined by the previous
ones.

A Poisson equation has a unique solution in the class of doubly periodic functions
up to an arbitrary additive constant. Since we need in the final formulae the flux, i.e.,
the derivatives of ¢y (§,n), it is useless to determine this arbitrary constant at each
step of the cascade (6.9).

The components D, and D,, by performing the integration in the fast variables
can be calculated as follows

(Dre: Day)" = g / / Sadédy, (613)

—T —T

where q has the form (6.5). Hence, (6.13) becomes
(Dya, Day)T = (1,0) +Z€2" Z A [@m = Db — 2mcnm] , (6.14)

where the vectors by, ,, and c,, ., are given by

1 s T
b = g / / H™ Y —mrdédn
vy

—T —T

(6.15)
Cum / / H" " PV g 1décly
M 2
and A,,, H are given by (6.6).
Let us represent the function h as a Fourier series
h(&,m) = Z (ast cos(s€ +tn) + by sin(s€ + tn)) . (6.16)

s,t

We can assume in the representation (6.16) that s varies from 0 to +oco, and that ¢
varies from —oo to 400, because

s, cos(sE +tn) + bs ¢ sin(s€ + tn) = as ¢ cos(—sE — tn) — bs y sin(—s€ —tn) .

We can also take by = 0 for ¢ < 0, since bg ¢ sintn = —bg ¢ sin(—tn). Moreover, we
put ago = 0, since we shall only use derivatives of h(,n).
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In order to apply the above algorithm to (6.16), we have to solve in each step of
the cascade (6.12) a Poisson equation with a right hand side of the general form

v(&,m) = acos(s€ + tn) + Bsin(s€ + tn), (6.17)

where « and [ are constants. The terms (6.17) appear because of the following
operations at each step of the cascade (6.9):
i) all partial derivatives of (6.17) have the form (6.17);
ii) the result of the multiplication of the terms (6.17) is also reduced to a linear
combination of terms of the same type;
iii) the Poisson equation

Pee + by = (&5 m)

has the unique solution

slem) =~ 1E, (6.18)
Hence, this solution is of the same form as (6.17).

It is necessary to note that at each step of the cascade (6.9), the constant term
with s = ¢t = 0 never appears because the right hand side of (6.9) is a sum of derivatives
of trigonometric functions. Hence, the denominator of (6.18) is never zero.

In order to calculate the integrals in (6.13), we represent the integrands as Fourier

T s
series. Then, ﬁ [ p(&,n)dédn is equal to the zeroth term of this series for any
- =T
double periodical function p(€,n). Hence, at each step we do not perform any direct
integration, since it is reduced to arithmetic operations. The longest operation consists

of reexpanding the trigonometric series.

6.2. Procedure to derive the second order terms. We shall use the ex-
panded form of (6.13)

I 1 2y 1 2 )
Dyp =1 47r2_[/ 1+€2(h§+h%)(h§(1+g(¢1)§+g(¢3)5+...) (6.19)

+ hﬁhn (82(¢1)77 + E4(¢3)W + .. )) dédn =1+ ZD;};)EQIC 7

k=1
g2 rT 1
Dy = —— hehy (14 €%(p1)e +€*(d3)e + - - - 6.20
) 4WQ_/W/ 1+62(}%%)(577( PG+ Be)e +.)  (6:20)
+ 2 (e2(d1)y + M (da)y + .- .)) dedn =Y DV
k=1

If the expansion is limited up to the order O(°), (6.19) and (6.20) imply

Do =14+ 2D +e*DB) 1 O(e9),

6.21
Dyy = e2D() +e*DR) + 0(<%), (6.21)
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where
;Q:_S 2// hi — h2) d€ dn, (6.22)
D) = I 2// (hg + h2) (3hZ — hY) (6.23)
I8

— S (0 = B2)(60)e — heho(6n), ) dé .

D) :——//hgh dedn, (6.24)
DY) = 47r2// (hE + h2)hehy — hehy(1)e (6.25)

+ 5 (02— 2)(61),) de d.

To calculate the integrals (6.22)-(6.25), we use the following Parseval formula for the
scalar product (5.9)

/ / (€.0)G(E,n) de dn = Z(FS(PGS) +F§3>G£?), (6.26)

- —T

where

F(&n) = Z [Fs(tl) cos(s€ +tn) + Fs(f) sin(s€ + tn)} : (6.27)

s,t

We recall that Féé) =0, Fs(tl) = Fs(f) = 0for s < 0and Féf) = 0 for t < 0. Application
of (6.26) to (6.22) and (6.24) yields

1
Dg(clz) =71 2(52 - t2)<a§t + bgt) )

s,t

1 (6.28)
DY) = -3 D st (ait + bit) .
s,t
The algorithm described in Section 6.1 implies
1 s1(s3 +13)
¢1(§7T’) =35 Z 2 2 |:
2 01,0190 b2 (51 — 82) + (tl — tg)
(a1bs + azby) cos((s1 + s2)€ + (t1 + t2)n)
(6.29)

(a1a2 — b1b2 bln( S1 + So f—|— t1 + tg)n)
(a1b2 — CLle COS( S1 — S2 €—|— tl — tg)?’])
(a1a2 + b1b2 111((81 — S9 €—|— t1 — t2)’f])j| .
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The integral (6.23) is calculated by means of (6.26). After tedious calculations, we
obtain

(2) 1 I /
.Dxm = 674 E alAl + E C¥1A2 (630)
S4=81—82+53 84=51+82—53
tg=t1—ta+ts tyg=t1+t2—13
1 / 1

+ E a1 Az + g a1 Ay + E azAs
S4=—81+82—S3 S4=—81—82—53 54=81—82+83
ta=—t1+ta—1t3 ta=—1t1—ta—1t3 tyg=t1—ta2+13

/ / /

+ E azAg + E A7 + E azAg |,
S4=81+82+S83 S4=—81+82+S3 S4=—81—82+S3
ta=ti+ta+ts ta=—t1+t2+13 ta=—t1—ta+ts

where

o] = [tltg (35234 + 8384 (73421 + 3t§ + 4tzty + 7t421)
—tata(s] + (ts +ta)?) + s3(10sF — ta(ts — 4t4))>
+ 51 <853t2(t3 + t4) (si + ti) + $9 (35%54 — 8384 (5?1 — 3t§ — 4dtsty + ti)
—tata(s2+ (ts + ta)?) + 52(257 — ta(ts + 4@))))1/[(53 +54)% 4 (ts + t4)2] ’
g = [tltg (33%54 + 5354 (75?1 + 3t3 — Ataty + 7ti)
— tata (s + (ts — ta)?) — s5(10sF + ta(ts + 4t4))>
+ 81 <8$3t2(t3 — t4)(si + ti) + 89 (33%34 — 8354 (si — 3t§ + 4dtsty + ti)

— tata (52 4 (ts — ta)?) — 2(252 + ta(ts — 4@))))]/{(33 — 54)2 + (t3 — t4)2} ,

az(agas — bsby) — ba(asby + bzas) ) — b1 az(azbs + baas) + b3(azas — babs) ),

as(agay — b3b4) + b2((l3b4 + b3a4 by a3 a2b4 —boay) + b3(a2a4 + b2b4)

&
!
E
+ o+

as(agas — bsbs) + ba(azbs + bzas) b1 | ag(agbs — boas) + bz(asas + babs) |,

As = as(azayg + bgbs) — ba(asbs — bsas) ) + by as(agbs + baay

S
=

N

IS

I

2
NN N NN NN N

b3 a2a4 — b2b4)

b
=

\ \
D
=

a2\ 304 + b3b4) + b2(a3b4 — b3a4 bl a3 a2b4 — b2a4 b3 a2y —+ b2b4)

2
A
I

az(agaq + bsbs) + ba(asbs — bzaq) ) — b1 az(azbs — baas

(

(

(
as(a3as — bsbs) — by(asba + bsas)

(

(

ay ( ax(

(

V\_/VV\_/VV\_/

( )
( )
( )
b (a3 (asba + byas) + by(asas — baby)) |
( ) -
( )~
( )~
( )

N N e N N N N S~

(
(

bs(azas + baba) ) ,
(

b
o
Q
iy

as(agayg + b3b4) — bg(a3b4 — b3a4 + b1 a3 a2b4 + baay) — bs(agas — b2b4)
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There are some conventions assumed in the sums from (6.30). For instance, the first

sum Z' denotes that s;, sy and s3 vary from 0 to +o0; t1, to and t3 vary

S4=81—82+83
ta=t1—to+t3

from —oo to +00; moreover, s4 = s1 — So + 83, t4 = t1 — to + t3. Finally, the terms
with (s3 % 84)% + (t3 & t4)? = 0 are excluded from a; and as.

6.3. Numerical examples.

6.3.1. Example 1. Let us consider an example where the surface S is given by
the function (see Figure A.2)

1
h(&,n) =sinésin2n = 3 (cos({ —2n) — cos(§ + 277)) . (6.31)
Then, application of the algorithm yields the following formula for D

1+ 9.49508 2 + 33.0992 &% + 52.0167 % + 36.1186 8 + 8.71534 10
14 9.12008 £2 + 30.1069 4 + 43.9516 £6 + 27.7049 &8 + 5.97388 £10

Da;;r =

D,,=0, Dy, =D.}. (6.32)

Here, we apply the Padé approximation (10, 10) which provides an approximation up
to O(£22) to the polynomial form of D,, obtained by the algorithm from Subsection
6.1. The last two equalities from (6.32) are obtained by straightforward computations
up to O(2?) and they numerically confirm Theorem 1.1. The components of the tensor
D (6.32) for 0 < e < 1 are presented as function on ¢ in Figure A.3. The tensor ellipse
of D [14] is presented in Figure A.4.

6.3.2. Example 2. Consider another example when the surface S is given by
the function (see Figure A.5)

3 1 1
B(€,n) = cos(3€ —n) — J cos(€ — 3n) + 5 cos(€ +3n) — Jeos(3E+u). (6.33)
In this case, we obtain

D _ 146505382 +1442.10 e* 4 12868.4° + 40773.5® + 25197.8 10 (6.34)
T 1 4+ 65.5538e2 + 1471.43 4 + 13418.5 5 + 44493.48 + 32159.0£10 7

D 1.875¢% 4+ 104.697 ¢* 4 1881.82¢5 4 11724.5¢% 4 15838.8 10 (6.35)
" 1465.525922 4 1509.92 % + 14484.6 6 + 51634.28 4 37182.9£10 7

D, LHT5.228322 1968171 4 20570.56° + T0022.0° + AG38650 oo
YT 14 7472832 4 1930.49 1+ 19610.8 5 4 61118.0¢5 + 30072.0£10 ©

We apply here the Padé approximation (10,10). The components of the tensor D
(6.34) are presented inn Figure A.3. The tensor ellipse of D is presented in Figure A.6.

7. Conclusion. The main purpose of this paper was to obtain analytical for-
mulae for the macroscopic diffusion tensor of surfaces. We derived a boundary value
problem for the Laplace operator (2.10). We applied an asymptotic analysis to study
the boundary problem and deduced approximate analytical formulae. We proved
Theorem 3.1, where the local field is determined up to O(g?) in terms of the function
®(&,n) satisfying a Poisson equation. For a square representative cell, an analytical
form of this function (6.29) was obtained. The results of the calculation of the local
field were applied to the determination of the macroscopic diffusion tensor D. First,
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D was proved to be the unit tensor for isotropic surfaces. A general algorithm to
calculate higher order terms was constructed which is based on a cascade of Poisson
equations. In particular, analytical formulae for D were deduced. The tensor D was
computed up to O(g?2) for two particular surfaces.

Acknowledgment. V.M. has been partly supported by a position of Professeur
Invité at IPGP.

Appendix.

Almost all manipulations of this paper have been performed with Mathematica"

in interactive (or semi-automatic) mode. Use of Mathematica® allows us to create a
constructive algorithm to solve the small parameter method in closed symbolic form.
In particular, the cascade (6.9) and the solver of the Poisson equation (6.18) have
been constructed in symbolic form. The operators have been constructed not only to
simplify manipulations, but to write solutions of the boundary value problems and
the macroscopic tensor in symbolic form.

The present section gives some of the key ideas. First, we expand possibilities

of Mathematica" by introducing auxiliary definitions which significantly reduce the
computational cost.

One example (see Section 6) is presented as follows. First, we introduce auxiliary
definitions

(7) the double factorial

In[1]:= 0ff[General::"spell",RuleDelayed::"rhs"];

In[2]:= Unprotect[Factorial2];
Factorial2[n_/;n<=0]= 1;
Protect[Factorial2];

(1) the operator which simplifies trigonometrical polynomials
In[3]:= TrigCollect[expr_]:= Collect[expr//TrigReduce,_Cos|_Sin];

(#i7) the nabla operator acting on scalars and vectors

In[4]:= Dell¢_List?VectorQ/;Lengthl¢p]l==2]:=D[¢[1],&1+DL¢[1],n];

Dell¢_I:= {D[¢,&1,Dl¢,nl};
(iv) the Laplace operator
In[5]:= Al¢_]1[€_Symbol,n_Symboll := D[¢p[&,n],{&,2}1+DLo €, n],{n,2}]1;
We construct the solver of the Poisson equation with periodic boundary conditions
In[6]:= Poisson[expr_Plus,args:{__Symbol}]:= Poisson[#,args]&/Gexpr;

Poissonla_ expr_,{{_Symbol,n_Symbol}]:=

a Poissonl[expr,{{,n}]1/;FreeQla,{1AFreeQla,n];
Poisson[expr: (Sinl|Cos) [s_ (£_In)1,
{¢_Symbol,n_Symbol}]:= -expr/s?;

Poisson[expr: (Sin|Cos) [s_ &_ + t_ n_],
{¢_Symbol,n_Symbol}]:= -expr/(s?+t?);

The integrator of trigonometrical polynomial over the unit cell can be expressed as

In[7]:= Triglntegratel[expr_]:=
Collect[expr//TrigReduce, _Cos|_Sin]/._Cos|_Sin_—0;
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Let us consider an example of surface described by the equation (see Subsection 6.3.2)

In[8]:= nl[&_,n_]:=Cos[3£-n] —%Cos [£-37] +%Cos [£+37] —iCos [3¢+n];
According to the algorithm, we introduce the functions
In[9]:= H[£_Symbol,n_Symboll= D[h[{,n],£1% + DLhIE,7n],n12//TrigCollect;
H[¢_Symbol,n_Symbol,m_/;m<=0]= 1;
H[£_Symbol,rn_Symbol,m_]:= Block[
{result= H[&, n,m-1]1H[{,n]//TrigCollect},
DownValues [H]= Prepend[DownValues[H],
H[¢_Symbol,n_Symbol,m] :>Evaluate [result]];
result];

and the matrix
In[10]:= P[£_Symbol,n_Symboll= {
{ D[nl¢,n1,&1%, -DhlE,7],&] DIRLE n],n] ),
{ -D[hl¢,n1,€] DInlE,n],n], DIulE,nl,n1% }
}//TrigCollect;

We are now ready to create a cascade of Poisson equations. Coefficients of the surface
gradient are introduced by
In[11]:= CG[m_]:= CG[ml= (-1)™(2m-3)'!/(2m)!!;

The coeflicients of the Laplace operator are given by

In[12]:= CLap,, [£_Symbol,n_Symbol]:= (2m-1) H[{,n,m] Alel[E,n] +
+m HLE, 7,m-11((2m-1) VHIE, n]-Vo €, n] - 2V (P&, n]1-VolE,n1)s)+
-2m(m-1) H[, n,m-2] VHIE n]1-(PLE,n]1-Velg,n1);

The right hand side of Poisson equation is written as follows

In[13]:= RHS,_[£_Symbol,n_Symboll:= — > CG[mlCLap, [¢2n—2m—-11L&n];
m=1
Introduce the potential ¢_; and the potentials with even indices as zeros
In[14]:= ¢_1[£_Symbol,n_Symbol]:= &;
®_7Eveng [{_Symbol,n_Symbol]= 0;
Coeflicients of the expansion of the potential in series of £ have the form
In[15] := ¢n_v0aaq [{_Symbol,n_Symbol] := ¢, [£_Symbol,7n_Symbol]l=
TrigCollect [Poisson[RHS(,,11)/2 [#] [, 1n]//TrigCollect,{£,n}1];
The gradient of the potential is given by
In[16]:= ®[n_,m_]:= ®[n,m]= TrigCollect[ Vo, om_11L&,n] 1;
We now are ready to compute the macroscopic diffusion tensor. We introduce the
integrals
In[17]:= IH[n_,m_]:= IH[n,m]= H[{,n,m]®[n,m]//Trigintegrate;
IP[n_,m_]:= IP[n,m]l= H[{, n,m-1]1(P[&,n]-®[n,m])//Trigintegrate;
The first two components of the macroscopic tensor are calculated by
In[18]:= xD[0]= {1,0};
xD[n_]:= xDI[nl= > CGIm]((2m-1)IH[n,m]-2m IP[n,m]);

m=1
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The first two components of the macroscopic tensor, for instance up to €% are calcu-
lated by the following expression

3
In[19]:= <{Dxx ,Dxy}= > xDI[nle?" + 0[€] 8) //TableForm
n=0

Out[19]//TableForm=

€2 441e*  82409¢S
15 _ 8
5 138 sosz Ol

15e2  2325¢% n 38556

8
8 128 16 tOll
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Fic. A.1. Cylindrical surface.
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Fi1G. A.2. Ezample 1. The surface S defined by (6.31).
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Fic. A.3. Dependence of the tensor D components on e for the surfaces defined by (6.31) (solid
lines) and by (6.33) (broken lines).



22 P. M. ADLER, A. E. MALEVICH, AND V. V. MITYUSHEV

epsi | on=0 epsil on=0.5

il — T
AN

/o5 os ™\
/ \

U.J

/
-iL-0.5 0.5 ] 1-0.5 0.
\ / \

)

5 1
0.5 0.5 /V
Y
epsil on=1 s
1
~ h 05 —

o5 N Y,

5 0.5 1
\_-0:5 /

1
X4

TN\
H
(@)
N
1
o
O
al
o
(6}
|
>

\
/

Fic. A.4. Ezample 1. Dependence of the tensor D on e for the surface defined by (6.31):
€ =0,0.5,1 in the first three pictures and for all e (0 < e < 1) in the last picture.
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Fic. A.5. Ezample 2. The surface S defined by (6.33).
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Fic. A.6. Ezample 2. Dependence of the tensor D on € for the surface defined by (6.33).



