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a b s t r a c t

Conductivity of n non-overlapping disks embedded in a two-dimensional background can
be investigated by themethod of imageswhich is based on the successive application of the
inversions with respect to circles. For closely placed disks, the classical method of images
yields slowly convergent series. The method of images can be treated as an application
of successive approximations to a system of functional equations. In this paper, modified
functional equations are deduced to essentially accelerate the convergence.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The transport properties of unidirectional circular cylinders are of considerable interest in the electrical or thermal
conductivity, the dielectric permittivity and other fields governed by the Laplace equation. This problem can be reduced
to a two-dimensional problem for non-overlapping disks on the plane. Various methods were applied to calculate the local
field and to estimate the macroscopic behavior of circular cylinders [1–7]. Majority of the previous analytical methods were
related to themethod of images [3,7], because thismethod is simple in calculations and yields analytical formulas important
in applications.

The method of images for n non-overlapping disks on the plane is based on the successive application of the inversions
with respect to circles. Each inversion transforms a harmonic function in the disk to a harmonic function out of the disk and
vice versa. In the case n ≥ 2, the inversions generate an infinite group of their compositions called the Schottky group. In
order to solve a boundary value problem for the exterior of the disks one has to use infinite series involving all elements
of the Schottky group. In the case n = 2, such series converge and can be presented in terms of the elliptic functions and
sometimes even of the elementary functions. In the case n ≥ 3, more complicated classes of functions arise. They can be
presented in the form of the uniformly convergent Poincaré series [8]. Though such series theoretically converge for any
multiply connected circular domain, practical computations can be very expensive because of their slow convergence.

McPhedran et al. [9–12] extended the method of Lord Rayleigh to calculate the effective conductivity of regular arrays.
The method of functional equations was applied in [7] to estimate the effective conductivity for arbitrary locations of the
disks.

Berlyand, Kolpakov andNovikov [13–15] proposed structural approximations based on the network approach to estimate
the macroscopic properties of highly filled contrast composites. Rylko [16] compared the methods of functional equations,
i.e., the method of images and structural approximations and showed that for closed disks a huge number of iterations are
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needed for sufficiently precise estimation of the flux. It was also investigated for which sizes of gaps between the disks and
for which their conductive properties structural approximations yield correct results.

Methods of integral equations were developed in [17,5,18] and others to numerically solve the considered problems. The
fastmultipolemethodwas applied in [17] to solve the resulting integral equations. Thesemethods are effective in numerical
computations when the geometry of the problem is fixed.

Though many efforts were applied to investigate the multiple disk problem in analytical form, the existing methods do
not give effective analytical formulas for the flux around densely packed non-overlapping disks.

In the present paper, we modify the method of functional equations to construct a fast algorithm to compute the flux
around disks in analytical form. The main idea is based on reduction of the problem to a system of functional equations.
The functional equations discussed in [8,7,16] were solved by successive approximations. Actually, the method of images
was formulated in the form of iterative functional equations that makes it convenient in realization. Though, the uniform
convergence of the approximations was proved and lower order formulas were deduced, the problem of the speed of
convergence was opened. The main reason of the slow convergence is explained by two different scales of the given terms
of equations and of its solution. In the present paper, functional equations are modified in such a way that the order of the
given terms of equations coincides with the order of the solution. This resolves the convergence problem.

The case of three disks is considered in detail. It is shown that about 6 iterations are sufficient to obtain good
approximations. The number of iterations was few hundreds in the classical method of images [16]. Thus, the method of
images, simple in symbolic manipulations, becomes simple in computations.

2. Method of complex potentials

It is convenient to use the complex variable z = x + iy on the complex plane C. Consider non-overlapping disks
Dk = {z ∈ C : |z − ak| < rk (k = 1, 2, . . . , n)}. Let the boundary of Dk, the circle |t − ak| = rk, is oriented in the
counter clockwise direction. Let D denote the complement of the closed disks |z − ak| ≤ rk to the extended complex plane
C ∪ {∞}.

Let the domain D be occupied by a conducting material. Consider the classical capacity problem when the potential
u(x, y) ≡ u(z) satisfies the Laplace equation∆u = 0 in D with the Dirichlet boundary conditions

u(t) = uk, |t − ak| = rk, k = 1, 2, . . . , n, (2.1)

where uk are given constants. We are looking for the potential u(z) and the flux ∇u = (ux, uy). Here, ux and uy denote the
partial derivatives of u on x and y, respectively.

Following [7] we reduce the problem (2.1) to a Riemann–Hilbert problem. First, consider the unit orthonormal vector
n = (n1, n2) outward to the circle |t − ak| = rk and the tangent vector s = (−n2, n1). Let n(t) =

1
rk
(t − ak) and s(t) = in(t)

express these vectors in terms of complex values. Differentiate the boundary condition (2.1) on s as follows:

∂u
∂s

= −n2ux + n1uy = 0, |t − ak| = rk, k = 1, 2, . . . , n. (2.2)

Introduce the complex potential analytic in D

ψ(z) = ux − iuy (2.3)

and rewrite (2.2) in the form

Im
t − ak
rk

ψ(t) = 0, |t − ak| = rk, k = 1, 2, . . . , n. (2.4)

This relation can be considered as a Riemann–Hilbert problem with respect to ψ(z) analytic in D and continuous in its
closure.

Let us assume that

|ψ(z)| = O(|z|−2), as z → ∞. (2.5)

It follows from [19] that the problem (2.4)–(2.5) has (n − 1)R-linear independent solutions. The structure of the general
solution has the form

ψ(z) =

n
m=1

AmΨ
(m)(z), (2.6)

where (n − 1) functions Ψ (m)(z) (let it be m = 1, 2, . . . , n − 1) generate a set of fundamental solutions of (2.4) and real
constant Ak satisfy the condition

n
m=1

Am = 0. (2.7)
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LetΦ(m)(z) be a primitive function ofΨ (m)(z), i.e., d
dzΦ

(m)(z) = Ψ (m)(z) in D. Then the indefinite integral ofψ(z) has the
form

φ(z) =

n
m=1

AmΦ
(m)(z)+ c0, (2.8)

where c0 is an arbitrary constant. It follows from (2.2) and (2.4) that

∂Reφ
∂s

= 0, |t − ak| = rk, k = 1, 2, . . . , n. (2.9)

Therefore, Reφ(z) is constant on each circle |t − ak| = rk for any choice of Ak and c0. In particular, αkm = Re Φ(m)(z) are
constant on |t − ak| = rk. Only one of all the functions (2.8) satisfies the boundary condition

Re φ(t) = uk, |t − ak| = rk, k = 1, 2, . . . , n, (2.10)

where uk are given constants in (2.1). The relation (2.10) yields the system of linear algebraic equations with respect to the
real constants Ak (k = 1, 2, . . . , n) and A0 = Rec0

n
m=0

αkmAm = uk, |t − ak| = rk, k = 0, 1, . . . , n, (2.11)

whereαk0 = 1 and u0 = 0. The zeroth equation (2.11) (k = 0) coincideswith (2.7). This system always has a unique solution
for any uk since in the opposite case it contradicts to the existence of the unique solution of the Dirichlet problem (2.1).

3. R-linear problem and functional equations

In the present section, the problem (2.4) is reduced to a systemof functional equations via theR-linear problem. It follows
from [19] that the boundary value problem (2.4) is equivalent to the R-linear problem

ψ(t) = ψk(t)+


rk

t − ak

2

ψk(t)+
Ak

t − ak
, |t − ak| = rk, k = 1, 2, . . . , n, (3.1)

whereψk(z) is analytic in |z−ak| < rk and continuous in |z−ak| ≤ rk. Here, the constants Ak are fixed. One can assume that
these constants Ak are the same as in the representation (2.6). Fixm and denote the Kronecker symbol by δmk. Then putting
Ak = δmk we arrive at the problem (3.1) with ψ(z) = Ψ (m)(z).

The problem (3.1) was reduced to the system of functional equations [19]

ψk(z) =


m≠k


rm

z − am

2

ψm


z∗

(m)


+


m≠k

Am

t − am
, (3.2)

where

z∗

(m) =
r2m

z − am
+ am (3.3)

denotes the inversion with respect to the circle |t − am| = rm. Let ψk(z) (k = 1, 2, . . . , n) be a solution of (3.2). Then

ψ(z) =

n
m=1


rm

z − am

2

ψm


z∗

(m)


+

n
m=1

Am

z − am
, z ∈ D. (3.4)

Lemma 3.1 ([8, Lemma 4.8, p. 167], [19]). The system (3.2) has a unique solution. This solution can be found by the method of
successive approximations uniformly convergent in each disk |z − ak| ≤ rk.

It isworthnoting that fromall known iterative schemes and infinite series (see references in Introduction and in [19]) only
the system (3.2) can be solved by successive approximations for any location of non-overlapping disks including touching
of the disks. Moreover, exact formulas in the form of series are written in [19].

Two iterative schemes were proposed to obtain approximate solutions in analytical form of the system (3.2) (for details
see [20,21]). The first method is based on the direct iterations and actually coincides with a modified method of images.
The second method is based on the expansion on r = max1≤k≤n{rk}. The second method gives new analytical exact and
approximate formulas for the effective conductivity of composites. This method is also effective for the computation of the
dipoles of the finite numbers of disks on the plane [16].

Though the theoretical problem of convergence was solved and new analytical formulas for the macroscopic properties
were deduced in the above cited papers, the successive approximations converge slowly for densely placed disks. It was
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known to previous investigators and directly shown in [16] that application of the functional equations (3.2) is not effective
for the computation of the local fields. The latter fact is related to the following observations. First, the series from [19]
can be conditionally convergent. It is a typical situation for densely placed disks, since all known results of the absolutely
convergent series include geometrical restrictions. Here, we present such a typical restriction expressed in terms of the
separated parameter∆ introduced by Henrici and used by DeLillo et al. [22]

∆ = max
k≠m

rk + rm
|ak − am|

<
1

(n − 1)
1
4
. (3.5)

The latter inequality roughly means that each disk is sufficiently far away from others. It is well known that conditionally
convergent series are slowly convergent. Second, the flux between two disks tends to infinity if the distance between the
disks tends to zero [14–16]. So, this infinity should be obtained from bounded values of the linear equations (3.2) by additive
operations. It is clear that such a number of operations should be huge to get an acceptable result.

4. Structural approximation and the two disk problem

In Section 5, new functional equations are deduced to overcome the problem of slow convergence described in the
previous section. The formof the newequations and a theoretical justification of the fast convergence are based on the theory
of structural approximation developed by Berlyand and Kolpakov [14,15] and extended in [13,16]. Below, we summarize
these results.

Voronoi tessellations for the considered disks are defined as a set of points that are closer to the given disk than to the
remaining ones. It is known that the Voronoi tessellation consists of the polygons. Let us fix a disk (i.e., fix a number m)
lying in a polygon Pm of the Voronoi tessellation. Let the polygon Pm has the joint sides with other polygons Pk for some
k ∈ Jm. The disks Dk (k ∈ Jm) are called neighboring to Dm. The graph with the edges connecting the neighboring nodes
am (m = 1, 2, . . . , n) is referred to as the Delaunay graph.

Introduce the ratio of the distance between two disks Dk and Dℓ to the distance between their centers

δkℓ = 1 −
rk + rℓ

|ak − aℓ|
. (4.1)

The parameter δ = minkℓ{δkℓ} plays an important role in the theory of structural approximation. It is related to the
separation parameter (3.5) by formula δ = 1 −∆.

The flux between the neighboring disks Dk and Dℓ is of order (see formula (5.6) from [16])

|uk − uℓ|
δkℓ

+ O(1), as δkℓ → 0. (4.2)

Therefore, it tends to infinity as δkℓ tends to zero. This observation justifies the remark from the previous section that the
flux between disks can considerably exceed the bounded entries of the functional equations (3.2).

In order to modify Eqs. (3.2) consider an auxiliary problem with two disks. Let the domain G be the complement of two
disjoint disks |z − ak| ≤ rk (k = 1, 2) to the extended complex plane. The quadratic equation z∗

(1) = z∗

(2) with respect to z
(see (3.3)) has two roots

z12 =
a1 + a2

2
+

r21 − r22
2(a2 − a1)

−
a2 − a1

2


1 +

(r21 − r22 )2

4|a2 − a1|4
− 2

r21 + r22
|a2 − a1|2

∈ D1,

z21 =
a1 + a2

2
+

r21 − r22
2(a2 − a1)

+
a2 − a1

2


1 +

(r21 − r22 )2

4|a2 − a1|4
− 2

r21 + r22
|a2 − a1|2

∈ D2.

(4.3)

The complex potential

Ψ (z) =
1

z − z12
−

1
z − z21

(4.4)

describes the flux between the disks when the difference u1 − u2 of the potentials on the boundaries of the disks is equal to

u1 − u2 = ln
1 −

√
d

1 +
√
d
, d =

|a2 − a1|2 − (r1 + r2)2

|a2 − a1|2 − (r1 − r2)2
. (4.5)

Formulas (4.3)–(4.5) generalize the corresponding formulas form [16] deduced for r1 = r2 (see also [23]).
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5. Modified functional equations

Now, we are ready to introduce modified functional equations. The main idea is based on the decomposition of the
complex flux ψ(z) onto ψδ(z) and ψ0(z)where the given singular part ψδ(z) amounts to the functions

Ψ (z;m, ℓ) =
1

z − zmℓ
−

1
z − zℓm

(5.1)

introduced similar to (4.4). The functions Ψ (z;m, ℓ) have the required order (4.2) in the necks between the disks. Hence,
the boundary value problem with respect toψ0(z) and the corresponding functional equations contain terms of the proper
order. Thus, the known and unknown terms in such equations are in equilibrium that is important in computations.

First, the set of fundamental solutionsΨ (m)(z) (m = 1, 2, . . . , n−1) in the representation (2.6) is chosen in the following
way. Let m be fixed. Let the disks Dℓ for ℓ ∈ Jm be neighboring for Dm. Ψ (m)(z) is determined from such a boundary value
problem (deduced below as (5.4) or (5.5)) that the singular function ψδ(z) has the form

ψ
(m)
δ (z) =


ℓ∈Jm

Ψ (z;m, ℓ). (5.2)

The functions Ψ (m)(z) (m = 1, 2, . . . , n) generate a complete set of fundamental solutions since each function Ψ (m)(z)
dominates in the necks between Dm and Dℓ (ℓ ∈ Jm).

For definiteness, we now proceed to deduce functional equations corresponding to a fixed fundamental solutionΨ (m)(z).
Therefore, a special solution of the boundary value problem (2.4) is looked for in the form

ψ (m)(z) = ψ
(m)
0 (z)+ ψ

(m)
δ (z), z ∈ D, (5.3)

where ψ (m)
δ (z) is given by (5.2). Hereafter, the superscript (m) is omitted for brevity. The boundary value problem (2.4)

becomes

Im
t − ak
rk

[ψ0(t)+ ψδ(t)] = 0, |t − ak| = rk, k = 1, 2, . . . , n. (5.4)

Introduce the function

f (m)k (z) = fk(z) :=


0, k = m,
ℓ∈Jm;ℓ≠k

Ψ (z;m, ℓ)(z), k ∈ Jm,
ℓ∈Jm

Ψ (z;m, ℓ)(z), k ∈ J∗m,

where J∗m is the complement of Jm∪{m} to {1, 2, . . . , n}. One can see that fk(z) is analytic in |z−ak| < rk. Using the properties
of the function (5.1) established in the previous section one can check the relations

Im
t − am
rm

Ψ (t;m, ℓ) = 0, |t − am| = rm

and

Im
t − aℓ
rℓ

Ψ (t;m, ℓ) = 0, |t − aℓ| = rℓ.

Then (5.4) can be written in the form

Im
t − ak
rk

[ψ0(t)+ fk(t)] = 0, |t − ak| = rk, k = 1, 2, . . . , n. (5.5)

The boundary value problem (5.5) is equivalent to the R-linear problem

ψ0(t) = ψk(t)+


rk

t − ak

2

ψk(t)− fk(t)+
rkαk

t − ak
, |t − ak| = rk, k = 1, 2, . . . , n, (5.6)

where αk are real constants. In order to prove this, first, rewrite the condition (5.6) in the form

t − ak
rk

ψ0(t) =
t − ak
rk

ψk(t)+
t − ak
rk

ψk(t)−
t − ak
rk

fk(t)+ αk, |t − ak| = rk, k = 1, 2, . . . , n, (5.7)

where the relation t−ak
rk

=
rk

t−ak
on the circle |t − ak| = rk is used. The imaginary part of (5.7) coincides with (5.5). Therefore,

(5.7) implies (5.5).
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Conversely, let ψ0(z) be a solution of (5.5). The function Ψk(z) =
αk
2 + (z − ak) ψk(z) can be uniquely determined from

the simple Schwarz problem for the disk Dk [8]

2Re Ψk(t) = Re
t − ak
rk

[ψ0(t)+ fk(t)], |t − ak| = rk. (5.8)

The latter problemhas a unique solution, since ImΨk(ak) = 0. Therefore, the functionψk(z) and the constantαk are uniquely
determined in terms of ψ0(z)+ fk(z) for each k = 1, 2, . . . , n. By construction, ψk(z) (k = 0, 1, . . . , n) satisfy (5.6).

Each set of constants αk (k = 1, 2, . . . , n) determines the corresponding function ψ0(z) via the solution to the problem
(5.6). One can see that the function (5.3) will not be identically zero if we put all αk = 0. This function will be taken as the
fundamental solution Ψ (m)(z). Changing m, i.e., changing the functions ψ (m)

δ (z) = ψδ(z) we obtain another fundamental
solution, because of the different behavior near the boundaries of the disks.

The R-linear problem (5.6) (with αk = 0) can be reduced to functional equations. Following [19,8] introduce the function

Φ(z) :=


ψk(z)−


m≠k


rm

z − am

2

ψm


z∗

(m)


− fk(z), |z − ak| ≤ rk, k = 1, 2, . . . , n,

ψ0(z)−

n
m=1


rm

z − am

2

ψm


z∗

(m)


, z ∈ D

analytic in the domains Dk(k = 1, 2, . . . , n) and D. Calculate the jump across the circle |t − ak| = rk

∆k := Φ+(t)− Φ−(t), |t − ak| = rk,

where Φ+ (t) := limz→t z∈DΦ (z) ,Φ− (t) := limz→t z∈Dk Φ (z). Using (5.6) we get ∆k = 0. It follows from the Analytic
Continuation Principle thatΦ(z) is analytic in the extended complex plane. Moreover, ψ0(∞) = 0 yieldsΦ(∞) = 0. Then
Liouville’s theorem implies thatΦ (z) ≡ 0. The definition ofΦ(z) in |z − ak| ≤ rk yields the following system of functional
equations

ψk(z) =


ℓ≠k


rℓ

z − aℓ

2

ψℓ


z∗

(ℓ)


+ fk(z). (5.9)

Lemma 3.1 holds for the functional equations (5.9). Hence, the following algorithm can be applied

ψ
(0)
k (z) = fk(z), (5.10)

ψ
(p)
k (z) =


m≠k


rℓ

z − aℓ

2

ψ
(p−1)
ℓ


z∗

(ℓ)


+ fk(z), p = 1, 2, . . . . (5.11)

The p-th approximation of the complex flux is calculated by formula

ψ (p)(z) =

n
ℓ=1


rℓ

z − aℓ

2

ψ
(p)
m


z∗

(ℓ)


+ ψδ(z), z ∈ D, (5.12)

where ψδ(z) is given by (5.2).

6. Example. Three disks

Consider three disks (n = 3) with the centers at the points a1 =
1

√
3
, a2 =

1
√
3
e

2
3π i, a3 =

1
√
3
e−

2
3π i. Below, these centers

are fixed and radii vary.
Fundamental functions can be computed by the following two methods. First, consider the slow method based on the

functional equations (3.2) with the above given data. Put m = 1 and A1 = 1, A2 = A3 = −
1
2 . Then Eqs. (3.2) have a unique

solution and the corresponding fundamental function is calculated by (3.4). The functional equations (3.2) are solved by
successive approximations. Hence, the fundamental function is represented in the form of a series. This series corresponds
to the classical method of images. One can expect that this series slowly converges for small parameters (4.1).

Application of the modified functional equations (5.9) yields a fundamental functionΨ (1)(z). The function fk(z) becomes

fk(z) =


0 for k = 1

1
z − z12

−
1

z − z21
for k = 2

1
z − z13

−
1

z − z31
for k = 3.

(6.1)
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Fig. 1. Streamlines of the flux computed in the third order approximation around three disks with the centers at a1 =
1

√
3
, a2 =

1
√
3
e

2
3 π i , a3 =

1
√
3
e−

2
3 π i

of the radii r1 = 0.2, r2 = 0.3, r3 = 0.4. Streamlines are directed in accordance with increasing potential. The higher intensity of the flux corresponds to
more lighter areas.

Fig. 2. Streamlines around the disks displayed in Fig. 1 in large domain where three disks are equivalent to a dipole in macroscale.

It is not necessary thatΨ (1)(z) coincides with the fundamental function obtained by Eqs. (3.2). This is not important because
any flux between the disks charged by constant potentials can be obtained as a linear combination (2.6). Here, we are
interested in the speed of convergence in both the methods.

The algorithm (5.10)–(5.12) yields approximate formulas for the complex flux for any geometrical parameters. One can
substitute the data in (5.10)–(5.12) and obtain formulas in analytical form. Below we present the results obtained by this
method.We use formulas (5.10)–(5.12) in general form and substitute the data in the final approximationψ (p)(z). The order
of approximation p is chosen by checking boundary conditions for d

dzΦ
(1)(z) = Ψ (1)(z), namely, the function ReΦ(1)(z) has

to be constant on each circle (see (2.10)). Symbolic computations were performed in Mathematica©. It is interesting that it
is practically impossible to look at the final long formulas, but one can easily compute values at given points, draw various
plots and perform other operators of Mathematica©(length, coefficients, poles, series approximations etc.).

Figs. 1–3 describe the flux around three well-separated disks. In order to check the criterion of convergence the values
of the potential on the circles are computed. They must be constants on circles. As it follows from Table 1 the potential
ReΦ(1)(z) is equal to 2.82, −1.12, −0.85 on the circles with the numbers 1, 2, 3, respectively. It is observed on Tables 1–3
that the modified equations (5.9) yield much better results than Eqs. (3.2) corresponding to the classical method of images.
Note that this is the case of well-separated disks.

Fig. 4 describes the flux around three closely placed disks of radius 0.49. The potential on the disks is presented in Table 4.
The flux in the thin neck between the first and second disks is given in Table 5. It follows from computations that 6 iterations
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Fig. 3. Level contours of the potential ReΦ(1)(z) around the disks displayed in Fig. 1.

Table 1
Potential ReΦ(1)(a1 + 0.2eiθ ) on the first circle for the disks
displayed in Fig. 1. It is computed by the modified method
based on (5.9) for p = 1, 2, 3 iterations. The fifth column
presents the results obtained by the third iteration of the
classical method of images based on (3.2).

θ p = 1 p = 2 p = 3 Classical

−3 2.80898 2.82366 2.82145 2.95511
−2 2.78190 2.82456 2.82069 3.07032
−1 2.79915 2.82388 2.82116 3.23250
0 2.81706 2.82371 2.82172 3.29772
1 2.82451 2.82460 2.82205 3.23192
2 2.82493 2.82541 2.82214 3.06929
3 2.81828 2.82375 2.82176 2.95487

Table 2
Potential ReΦ(1)(a2 +0.3eiθ ) on the second circle for the disks
displayed in Fig. 1. Conventions are the same as in Table 1.

θ p = 1 p = 2 p = 3 Classical

−3 −1.07535 −1.12454 −1.11768 −1.64441
−2 −1.02991 −1.12975 −1.11613 −1.71314
−1 −1.11320 −1.12088 −1.11887 −1.11679
0 −1.15974 −1.11793 −1.12028 −0.67196
1 −1.14903 −1.11834 −1.11995 −0.97842
2 −1.12512 −1.11990 −1.11923 −1.32326
3 −1.08896 −1.12315 −1.11811 −1.58558

Table 3
Potential ReΦ(1)(a3 + 0.4eiθ ) on the third circle for the disks
displayed in Fig. 1. Conventions are the same as in Table 1.

θ p = 1 p = 2 p = 3 Classical

−3 −0.82702 −0.85019 −0.84566 −1.35627
−2 −0.84727 −0.84473 −0.84608 −1.03451
−1 −0.84056 −0.84057 −0.84633 −0.60122
0 −0.83686 −0.83686 −0.84648 −0.08601
1 −0.845181 −0.84518 −0.84605 −0.69385
2 −0.86235 −0.86235 −0.84457 −1.60714
3 −0.85238 −0.85238 −0.84548 −1.43608
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Fig. 4. Streamlines of the flux computed in the sixth order approximation around three disks with the centers at a1 =
1

√
3
, a2 =

1
√
3
e

2
3 π i , a3 =

1
√
3
e−

2
3 π i

of the radius 0.49.

Table 4
Potential ReΦ(1)(a3 + 0.49eiθ ) on the third circle for the disks
displayed in Fig. 4. The ‘‘classical’’ column is the result of the
sixth order iteration. Conventions are the same as in Table 1.

θ p = 4 p = 5 p = 6 Classical

−3 −0.82702 −0.85019 −0.84566 −1.35578
−2 −0.84727 −0.84473 −0.84608 −1.03438
−1 −0.84056 −0.84057 −0.84633 −0.60140
0 −0.83686 −0.83686 −0.84648 0.08666
1 −0.845181 −0.84518 −0.84605 −0.69489
2 −0.86235 −0.86235 −0.84457 −1.60638
3 −0.85238 −0.85238 −0.84548 −1.43547

Table 5
Complex flux Ψ (1)(z) in the neck between the first and second disks
displayed in Fig. 4. Points in the first column are located between the
disks on the line connecting the centers a1 and a2 .

z p = 5 p = 6

0.153 + 0.245i 19.4812 − 11.3038i 19.6075 − 11.3058i
0.150 + 0.247i 19.3822 − 11.2398i 19.4963 − 11.2374i
0.147 + 0.248i 19.3266 − 11.2011i 19.4293 − 11.1945i
0.144 + 0.250i 19.3136 − 11.1872i 19.4056 − 11.1766i
0.141 + 0.251i 19.3431 − 11.1979i 19.4249 − 11.1834i
0.139 + 0.253i 19.4154 − 11.2333i 19.4874 − 11.2150i
0.136 + 0.255i 19.5315 − 11.294i 19.5941 − 11.2719i

are sufficient to obtain an accessible result (see the criterion of constant potential verified on the third circle in Table 4). It is
impossible to achieve such a precision by the classical method of images using 70 iterations. We suggest that few hundreds
of iterations are also not sufficient [16].

7. Discussion

Themethod of images for n non-overlapping disks on the plane is equivalent to themethod of successive approximations
applied to functional equations (3.2). Slow convergence of the method of images can be explained by the following
observations. Write Eqs. (3.2) for closely placed disks in the short form

x = Lx + f , (7.1)

where x denote ψk(z) in all the disks, L the linear operator on the right hand part of (3.2), f given functions with fixed
Ak. It is worth noting that the constants Ak are proportional to the differences of the potentials on the circles and do
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not related to the intensity of the flux related to the geometrical gap parameter δ. Eq. (7.1) is considered in the Banach
space of functions x(z) analytic in the sum of disks ∪

n
k=0 Dk and continuous in their closures endowed with the norm

∥x∥ = max1≤k≤n max|z−ak|≤rk |x(z)| [8]. Convergence in this space means uniform convergence. The unique solution of (7.1)
is presented in the form of the uniformly convergent series

x0 =

∞
k=0

Lkf . (7.2)

Slow convergence of (7.2) for closely placed disks is explained by two different scales of f and x. The value f and the norm
of the operator L are of order 1 but x0 tends to infinity as δ → 0. It is clear that the sum (7.2) should contain many terms to
achieve the true values. Here, the principle that the order of the zeroth approximation has to coincide with the order of the
solution does not hold.

The modified method of functional equations involves the decomposition x = xδ + x0 onto the singular part xδ and the
regular part x0. The singular part xδ is exactly written by (5.1)–(5.2). Then, (7.1) becomes

x0 = Lx0 + (Lxδ − xδ + f ). (7.3)

In this equation, x0 and Lxδ − xδ + f have the same bounded order. This explains fast convergence of the successive
approximations for the modified functional equations (5.9).

Examples presented in Section 6 for three disks show advantages of themodified functional equations. Theory presented
in Section 5 demonstrates that such effectiveness of the method is expected for many disks. Implementation of the method
could be made by use of algorithms for Voronoi tessellation [13–15].
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