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Abstract. A conformal mapping of a multiply connected circular domain
onto a complex plane with circular slits is obtained. No restriction on the
location of the boundary circles is assumed. The mapping is derived in terms
of the uniformly convergent Poincaré series by solution to a Riemann-Hilbert
boundary value problem.
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1. Introduction

Many important functions of complex analysis such as harmonic measures, Green’s
function and others can be explicitly constructed by use of the Riemann-Hilbert
problem for a multiply connected circular domain D bounded by mutually dis-
joint circles Lk = {z ∈ C : |z − ak| = rk}, k = 1, 2, . . . , n, on the complex
plane. This problem has applications in hydrodynamics [27], electrostatics [13],
composites [14, 19] and other topics widely presented in [5, 6, 7, 15, 16]. The
Riemann-Hilbert problem can be stated as a C-linear problem on the Schottky
double [30]. Such an interpretation relates the problem to the Abelian differen-
tials and to other important objects on the Riemann surfaces.

Poincaré [26] introduced the θ2-series associated to various types of Kleinian
groups. He did not study Schottky groups carefully and just conjectured that
the corresponding θ2-series always diverges [26], [4, p. 51]. In 1891, Burnside [4]
gave examples of convergent series for Schottky groups (which he called “the
first class of groups”) and studied their absolute convergence under some geo-
metrical restrictions. In his study W. Burnside followed Poincaré’s proof of the
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convergence of the θ4-series. Burnside [4, p. 52] wrote “I have endeavoured to
show that, in the case of the first class of groups, this series is convergent, but
at present I have not obtained a general proof. I shall offer two partial proofs of
convergency; one of which applies only to the case of Fuchsian groups, and for
that case in general, while the other will also apply to Kleinian groups, but only
when certain relations of inequality are satisfied.” Further, Burnside [4, p. 57]
gave a condition of the absolute convergence in terms of the coefficients of the
Möbius transformations. He also noted that convergence holds if the radii of the
circles |z − ak| = rk are sufficiently less than the distances between the centers
|ak − am| when k 6= m. Beginning from [26, 4] many mathematicians justified
the absolute convergence of the Poincaré series under geometrical restrictions to
the locations of the circles (see for references [7, 21]). Here, we present such a
typical restriction expressed in terms of the separated parameter ∆ introduced
by Henrici and used by DeLillo et al. [9]

(1) ∆ = max
k 6=m

rk + rm
|ak − am|

<
1

(n− 1)1/4

for n-connected domain D bounded by the circles |z − ak| = rk, k = 1, 2, . . . , n.

In 1916, Myrberg [23, 1] gave examples of absolutely divergent θ2-series. After
this it seemed that the opposite conjectures of Poincaré and Burnside were both
wrong. However, it was shown in [18] that θ2-series converges uniformly for any
multiply connected domain D without any geometrical restriction that corre-
sponds to Burnside’s conjecture. Uniform convergence does not directly imply
the automorphy relation, i.e. invariance under the Schottky group of transforma-
tions, since it is forbidden to change the order of summation without absolute
convergence. But this difficulty can be easily overcome by using functional equa-
tions. As a result, the Poincaré series satisfies the required automorphy relation
and can be written in each fundamental domain with a prescribed summation
depending on this domain [18]. The study [18] is based on the solution to a
Riemann-Hilbert problem. First, the Riemann-Hilbert problem is written as an
R-linear problem which is stated as a conjugation problem between functions an-
alytic in the disks Dk = {z ∈ C : |z−ak| < rk}, k = 1, 2, . . . , n, and in D. Further,
the latter problem is reduced to a system of functional equations (without inte-
gral terms) with respect to the functions analytic in |z − ak| < rk. The method
of successive approximations is justified for this system in a functional space in
which convergence is uniform. Straight forward calculations of the successive
approximations yields a Poincaré type series (see for instance equation (33)).

General results concerning applications of the boundary value problems to con-
formal mappings were discussed by Gakhov [11], by Mikhlin [17], by Efendiev
and Wendland [12], by Wegert [28]. Recently, an integral equation was con-
structed by Nasser [25] to calculate the mapping functions from multiply con-
nected domains onto various canonical slit domains. The integral equation was
derived by formulating the conformal mapping problem as a Riemann-Hilbert
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problem. The charge simulation method was used by Amano et al. [2] for nu-
merical conformal mappings. Wegmann [29] discussed a numerical method to
solve Riemann-Hilbert problems with negative winding numbers.

As noted in the beginning, many important functions can be explicitly con-
structed as solutions of the special Riemann-Hilbert problems. This method was
applied to harmonic measures, Green’s function, the Schwarz operator [21] and
the Bergmann function [10]. The above results concern explicit constructions of
the objects for an arbitrary circular multiply connected domain. In this article,
we follow the general idea to construct the conformal mapping of a multiply
connected circular domain onto a complex plane with circular slits as a solution
of the corresponding Riemann-Hilbert boundary value problem. The connection
between the corresponding Riemann-Hilbert problem and the conformal map-
ping was established in [9]. The final result obtained in this paper generalizes [9]
where the restriction on the geometry (1) was used.

2. Schottky group

Consider mutually disjointed disks Dk, k = 1, 2, . . . , n, in the complex plane C
and the multiply connected circular domain D = Ĉ\

⋃n
k=1(Dk ∪Lk), the comple-

ment of all the closed disks to the extended complex plane Ĉ = C ∪ {∞}. Each
circle Lk = {t ∈ C : |t − ak| = rk} leaves D to the left. Consider the inversion
with respect to the circle Lk,

z∗(k) =
rk

2

z − ak
+ ak.

It is known that if a function Φ(z) is analytic in the disk |z − ak| < rk and

continuous in its closure, Φ(z∗(k)) is analytic in |z − ak| > rk and continuous in

|z − ak| ≥ rk.

Introduce the composition of successive inversions with respect to the circles
Lk1 , Lk2 , . . . , Lkp

(2) z∗(kpkp−1···k1) :=
(
z∗(kp−1···k1)

)∗
(kp)

.

In the sequence k1, k2, . . . , kp no two neighboring numbers are equal. The num-
ber p is called the level of the mapping. When p is even, these are Möbius
transformations. If p is odd, we have anti-Möbius transformations, i.e. Möbius
transformations in z. Thus, these mappings can be written in the form

(3)
γj(z) =

ejz + bj
cjz + dj

, for p ∈ 2Z,

γj(z) =
ejz + bj
cjz + dj

, for p ∈ 2Z + 1,
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where ejdj − bjcj = 1, j = 0, 1, 2, . . .. Here

γ0(z) := z (identical mapping with the level p = 0),
γ1(z) := z∗(1), . . . , γn(z) := z∗(n) (n simple inversions, p = 1),

γn+1(z) := z∗(12),

γn+2(z) := z∗(13),
...

γn2(z) := z∗(n,n−1), (n2 − n double inversions, p = 2),

γn2+1(z) := z∗(121),
...

and so on. The set of the subscripts j of γj is ordered in such a way that the
level p is increasing. The functions (3) generate a Schottky group K. Thus,
each element of K is presented in the form of a composition of inversions (2)
or in the form of linearly ordered functions (3). Let Km be such a subset of K
such that the last inversion of each element of Km is different from z∗(m), i.e.

Km = {z∗(kpkp−1···k1) : kp 6= m}. The set K′m = {z∗(kpkp−1···k1) : k1 6= m} is introduced

similarly. All elements γj of the even levels generate a subgroup E of the group K.
The set of the elements γj of odd level K\E is denoted by O. Introduce the
notation Em = E ∩ Km, Om = O ∩Km and E ′m = E ∩ K′m, O′m = O ∩K′m.

We now proceed to discuss properties of the Möbius and anti-Möbius transfor-
mations. Let

γ(z) =
ez + b

cz + d
be a Möbius transformation. The following formula can be obtained by straight
forward calculations

(4)
z − γ−1(τ)

w − γ−1(τ)
=
τ − γ(z)

τ − γ(w)
· cz + d

cw + d
,

where

γ−1(τ) =
−dτ + b

cτ − e
is the inverse transformation.

Let us fix an inversion ζ∗(m). Consider the transformation

γj(z) = (γ−1
t (z))∗(m)

from E , where γt ∈ O′m. It follows from (4) with γ = γj and τ = ζ that

(5)
z − γ−1

j (ζ)

w − γ−1
j (ζ)

=
ζ − γj(z)

ζ − γj(w)
· cjz + dj
cjw + dj

.

The formula

γt(z) = γ−1
j (z∗(m))
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implies the following two relations

(6) γ−1
j (ζ) = γt(ζ∗(m)), γt(am) = γ−1

j (∞) = −dj
cj
.

Substitution of (6) into (5) yields

(7)
ζ − γj(z)

ζ − γj(w)
=
z − γt(ζ∗(m))

w − γt(ζ∗(m))
· w − γt(am)

z − γt(am)
.

A formula similar to (4) holds for an anti-Möbius transformation

γ(z) =
ez + b

cz + d

namely

(8)
w − γ−1(τ)

z − γ−1(τ)
=

(
τ − γ(w)

τ − γ(z)

)
· cw + d

cz + d
,

where

γ−1(z) =
−dz + b

cz − e
.

Consider the transformation

γs(z) = γ−1
j (z∗(m)),

where γj ∈ O and γs ∈ E ′m. It follows from (8) with γ = γj and τ = ζ that

(9)
w − γ−1

j (ζ)

z − γ−1
j (ζ)

=

(
ζ − γj(w)

ζ − γj(z)

)
· cjw + dj

cjz + dj
.

The relation

γ−1
j (ζ) = γs(ζ∗(m))

implies that

(10) γs(am) = γ−1
j (∞) = −dj

cj
.

Substitution of (10) into (9) yields

(11)

(
ζ − γj(w)

ζ − γj(z)

)
=
w − γs(ζ∗(m))

z − γs(ζ∗(m))
· z − γs(am)

w − γs(am)
.
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3. Conformal mapping onto the complex plane with
circular slits

Let ζ be a fixed point of D\{∞}. Introduce a conformal mapping f(z) of D onto
a circular slit domain bounded by arcs lying on concentric circles. The mapping
is normalized in such a way that f(ζ) = 0 and near infinity

(12) f(z) = αz + f0 +
f1

z
+
f2

z2
+ · · · .

Such a conformal mapping f(z) is unique [3, p. 212] up to a multiplier α 6= 0.
The function

(13) S(z) =
f ′(z)

f(z)

is analytic and single-valued in D except at a fixed point ζ ∈ D, where the
principal part of S(z) is (z − ζ)−1. According to [9], S(z) satisfies the boundary
condition

(14) Im[(t− ak)S(t)] = 0, |t− ak| = rk, k = 1, 2, . . . , n.

The function S(z) plays the main role in the construction of the conformal map-
ping f(z). DeLillo et al. [9] call this function the singularity function S(z). It
follows from (12) and (13) that

(15) S(z) =
1

z
+
s2

z2
+
s3

z3
+ · · · , as z →∞.

The function f(z) can be expressed by S(z)

(16) f(z) = C0(z − ζ) exp[Ω(z)),

where

(17) Ω(z) =

∫ z

w

(
S(t)− 1

t− ζ

)
dt,

w is a fixed point of D not equal to ζ or to infinity, C0 is a constant. DeLillo
et al. [9] give exact formulae for S(z) and for f(z) in the form of absolutely
convergent series and absolutely convergent infinite product [9, (3.36) and (3.41)]

(18) f(z) = C(z − ζ)
n∏

m=1

∞∏
γe∈E ′m

z − γe(am)

z − γe(ζ∗(m))

∞∏
γo∈O′m

z − γo(ζ∗(m))

z − γo(am)
,

where C is a constant. The infinite product (18) converges absolutely when the
circles bounding D satisfy the separation condition (1).

Let G be a domain on the extended complex plane. Introduce the Banach space
C(∂G) of functions continuous on ∂G with the norm ‖F‖ = max∂G |F (t)|. Let us
consider a closed subspace CA(G) of C(∂G) consisting of functions analytically
continued into G. The Maximum Principle implies that convergence in the space
CA(G) is equivalent to uniform convergence in the closure of G.
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We now proceed to construct f(z) without any geometrical restriction on D using
the following Riemann-Hilbert problem

(19) Im

(
(t− ak)

(
ψ0(t) +

1

t− ζ

))
= 0, |t− ak| = rk, k = 1, 2, . . . , n,

with respect to ψ0 ∈ CA(D). The function ψ(z) = ψ0(z) + (z − ζ)−1 has similar
properties to S(z), i.e. ψ(z) analytic in D and continuous in D∪∂D except ζ ∈ D,
where its principal part is (z − ζ)−1. Moreover, ψ(∞) = 0, but the more precise
behavior (15) for ψ(z) at infinity is not taken into account yet. The problem
(19) can be written in the form

(20) Im((t− ak)ψ(t)) = 0, |t− ak| = rk, k = 1, 2, . . . , n.

It follows from (14) that S(z) is one of the solutions of the problem (19).

The winding number of problem (19) (index in other terminology) is equal to

(21) κ =
n∑
k=1

windLk
(t− ak) = n,

since the winding number of the function (t− ak) = r2(t − ak)
−1 along Lk is

equal to 1, the difference of zeros and poles of r2(t− ak)−1 in the interior of Lk,
i.e. in |z − ak| > rk (see [11]). Recall that Lk leaves D on the left.

Let ` be the number of linearly independent solutions (over the field of real
numbers) of the homogeneous problem Im((t − ak)ψ0(t)) = 0, t ∈ ∂D corre-
sponding to (19), p the number of the linearly independent solvability conditions
of the inhomogeneous problem Im((t − ak)ψ0(t)) = g(t), t ∈ ∂D. The relation
`−p = 2κ−n+2 was shown in [11, (36.50) with m = n−1 in our notation], [21]
in the class of functions not necessarily equal to zero at infinity. In our case
ψ(z) must vanish at infinity, therefore this relation becomes ` − p = 2κ − n.
Moreover, it was established in [11] that in the case κ > n − 2 the inhomoge-
neous problem always has a solution, hence p = 0. Taking into account (21)
we ultimately obtain that ` = n and p = 0. Therefore, the problem (20) as
an inhomogeneous Riemann-Hilbert problem always has solutions. The general
solution amounts to a partial solution of the inhomogeneous problem and the
linear combination of n solutions of the homogeneous problem. The same result
follows from Nasser [24, Thm. 4(b)].

In order to solve problem (20) rewrite it in the form of the R-linear problem

(t− ak)ψ(t) = (t− ak)ψk(t)(22)

+(t− ak) ψk(t) + βk, |t− ak| = rk, k = 1, . . . , n,

where ψk ∈ CA(Dk) and βk are undetermined real constants. The problems (20)
and (22) are equivalent in the following sense.
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Lemma 1.

(i) If ψ(z) and ψk(z) are solutions of (22), then ψ(z) satisfy (20).
(ii) If ψ(z) is a solution of (20), there exist such functions ψk(z) ∈ CA (Dk) and

real constants βk that for each k = 1, . . . , n the R-linear condition (22) is
fulfilled.

Proof. The proof of the first assertion is evident. It is sufficient to take the
imaginary part of (22).

Conversely, let ψ(z) satisfy (20). The function

Ψk(z) =
βk
2

+ (z − ak) ψk(z)

can be uniquely determined from the simple Schwarz problem for the disk Dk

[11, 21]

(23) 2 Re Ψk(t) = Re(t− ak)ψ(t), |t− ak| = rk.

The latter problem has a unique solution, since Im Ψk(ak) = 0. Therefore, the
function ψk(z) and the constant βk are uniquely determined in terms of ψ(z) for
each k = 1, . . . , n.

We now proceed to solve the R-linear problem (22) written in the form

(24) ψ(t) = ψk(t) +

(
rk

t− ak

)2

ψk(t) +
βk

t− ak
, |t− ak| = rk, k = 1, . . . , n.

The R-linear problem (24) is reduced to functional equations. Following [18, 21]
introduce the function

Φ(z) :=



ψk(z)−
∑
m 6=k

(
rm

z − am

)2

ψm(z∗(m))−
∑
m 6=k

βm
z − am

, |z − ak| ≤ rk,

k = 1, 2, . . . , n,

ψ(z)−
n∑

m=1

(
rm

z − am

)2

ψm(z∗(m))−
n∑

m=1

βm
z − am

, z ∈ D,

analytic in the domains Dk, k = 1, 2, . . . , n, and D\{ζ}. Calculate the jump
across the circle Lk

∆k := Φ+(t)− Φ−(t), |t− ak| = rk,

where

Φ+(t) := lim
z→t, z∈D

Φ(z),

Φ−(t) := lim
z→t, z∈Dk

Φ(z).

Using (24) we get ∆k = 0. It follows from the Analytic Continuation Principle
that Φ(z) is analytic in the extended complex plane except at the point ζ where
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Φ(z) ∼ (z − ζ)−1. Moreover, ψ(∞) = 0 yields Φ(∞) = 0. Then Liouville’s
Theorem implies that Φ(z) = (z − ζ)−1. The definition of Φ(z) in |z − ak| ≤ rk
yields the following system of functional equations

(25) ψk(z) =
∑
m6=k

(
rm

z − am

)2

ψm(z∗(m)) + hk(z),

where the function

(26) hk(z) =
∑
m6=k

βm
z − am

+
1

z − ζ
, |z − ak| ≤ rk, k = 1, . . . , n

belongs to CA(Dk). It follows from the definition of Φ(z) in D that the general
solution of the Riemann-Hilbert problem (20) is constructed via ψk(z)

(27) ψ(z) =
n∑

m=1

(
rm

z − am

)2

ψm(z∗(m)) +
1

z − ζ
+

n∑
m=1

βm
z − am

, z ∈ D ∪ ∂D.

The function ψ(z) analytic in D except at the point ζ where its principal part is
(z − ζ)−1.

Lemma 2 ([21, Lem. 4.8, p. 167]). The system (25) has a unique solution in
CA(Dk), k = 1, 2, . . . , n. This solution can be found by the method of successive
approximations.

Let ψk(z) be a solution to the system of functional equations (25). Let w ∈ D,
w 6= ζ,∞, be the fixed point introduced in (17). Introduce the functions

(28) ϕm(z) =

∫ z

w∗
(m)

ψm(t) dt+ ϕm(w∗(m)), m = 1, 2, . . . , n,

and

(29) ω(z) = −
n∑

m=1

(
ϕm(z∗(m))− ϕm(w∗(m))

)
+

n∑
m=1

βm ln
z − am
w − am

.

Here, the following relation from [21] is used

(30)
d

dz

(
ϕm(z∗(m))

)
= −

(
rk

z − ak

)2
dϕm
dz

(z∗(m)), |z − ak| > rk.

The functions ω(z) and ϕm(z) belong to CA(D) and to CA(Dm), respectively.
One can see from (28) that the function ϕm(z) is determined by ψm(z) up to an
additive constant which vanishes in (29). The function ω(z) vanishes at z = w.
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Integrate each functional equation (25). Application of (28) yields functional
equations with respect to ϕk ∈ CA(Dk)

ϕk(z) = −
∑
m6=k

(
ϕm(z∗(m))− ϕm(w∗(m))

)
+ ln(z − ζ)(31)

+
∑
m 6=k

βm ln(z − am) + ck, |z − ak| ≤ rk, k = 1, . . . , n,

where ck are undetermined constants. A single valued branch of the logarithm
lnZ is fixed in such a way that all cuts of the logarithms in the right part of (31)
lie in the corresponding domains D ∪ Dm ∪ ∂Dm and ln 1 = 0. The following
result in another form was obtained in [21].

Lemma 3. The system (31) with fixed ck has a unique solution in CA(Dk),
k = 1, . . . , n. This solution can be found by the method of successive approxi-
mations.

Proof. We give a short proof of the lemma so that the remainder of the paper
is clear. The proof follows from Lemma 2, since (31) is the result of the integral
operator

(32) F 7→
∫ z

w∗
(k)

F (t) dt

applied to (25). Convergence in CA(Dk) means uniform convergence in Dk ∪ ∂Dk.
Therefore, the integral operator (32) can be applied term by term to the suc-
cessive approximations for (25). This yields the uniformly convergent successive
approximations for (31).

Application of the method of successive approximations to (31) yields the uni-
formly convergent series

ϕk(z) = ck + ln(z − ζ) +
∑
k1 6=k

βk1 ln(z − ak1)︸ ︷︷ ︸
0th approx.

(33)

−
∑
k1 6=k

ln
ζ − z∗(k1)

ζ − w∗(k1)

−
∑
k1 6=k

∑
k2 6=k1

βk2 ln
ak2 − z∗(k1)

ak2 − w∗(k1)︸ ︷︷ ︸
1st approx.
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+
∑
k1 6=k

∑
k2 6=k1

ln
ζ − z∗(k2k1)

ζ − w∗(k2k1)

+
∑
k1 6=k

∑
k2 6=k1

∑
k3 6=k2

βk3 ln
ak3 − z∗(k2k1)

ak3 − w∗(k2k1)︸ ︷︷ ︸
2nd approx.

−
∑
k1 6=k

∑
k2 6=k1

∑
k3 6=k2

ln
ζ − z∗(k3k2k1)

ζ − w∗(k3k2k1)

−
∑
k1 6=k

∑
k2 6=k1

∑
k3 6=k2

∑
k4 6=k3

βk4 ln
ak4 − z∗(k3k2k1)

ak4 − w∗(k3k2k1)︸ ︷︷ ︸
3d approx.

+ . . . , |z − ak| ≤ rk.

Here, uniform convergence is understood in such a way that each term of the
series coincides with a successive approximation shown in (33). The order of
summation into each approximation can be arbitrarily fixed. It is worth noting
that an approximation of order p contains the Möbius mapping of the same
level p.

The function (29) can be written in the form of the uniformly convergent product

ω(z) = ln

(
n∏
k=1

(
ak − z
ak − w

)βk

 n∏
k=1

ζ − w∗(k)
ζ − z∗(k)

∏
k1 6=k

(
ak1 − w∗(k)
ak1 − z∗(k)

)βk1

(34)

×
n∏
k=1

∏
k1 6=k

 ζ − z∗(k1k)
ζ − w∗(k1k)

∏
k2 6=k1

(
ak2 − z∗(k1k)
ak2 − w∗(k1k)

)βk2


×

n∏
k=1

∏
k1 6=k

∏
k2 6=k1

ζ − w∗(k2k1k)
ζ − z∗(k2k1k)

∏
k3 6=k2

(
ak3 − w∗(k2k1k)
ak3 − z∗(k2k1k)

)βk3

 · · ·).
The series (33) can be decomposed onto a sum of n+ 1 (or onto the sum of two)
uniformly convergent series in the following way. Functional equations (31) are
linear. Therefore, their solution ϕk(z) can be presented as the sum

(35) ϕk(z) = ϕ
(0)
k (z) +

n∑
m=1

βmϕ
(m)
k (z).
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The function ϕ
(0)
k (z) is constructed by application of the successive approxima-

tions separately to ln(z−ζ); ϕ
(m)
k (z) separately to (1−δkm) ln(z−am), where δkm

is the Kronecker symbol. The function ω(z) can be decomposed also like (35).
However, it is convenient to use the decomposition into two functions

(36) ω(z) = ω0(z) + φ(z; β1, β2, . . . , βn),

where

(37) ω0(z) = −
n∑
k=1

(
ϕ

(0)
k (z∗(k))− ϕ

(0)
k (w∗(k))

)
and

(38) φ(z; β1, β2, . . . , βn) = −
n∑
k=1

(
φk(z∗(k))− φk(w∗(k))

)
+

n∑
k=1

βk ln(z − ak).

The functions φk(z) are constructed by application of the successive approxi-
mations to

∑n
m=1 βm(1 − δkm) ln(z − am), k = 1, 2, . . . , n. Uniqueness of the

solution of the system (31) yields the same result not depending on the manner
of decomposition

(39) φk(z) =
n∑

m=1

βmϕ
(m)
k (z), k = 1, 2, . . . , n.

The function ω0(z) can be calculated from (34) with all βk = 0. It can be also
represented in the form

(40) ω0(z) = ln
∞∏
j=1

µj(z, ζ),

where

(41) µj(z, ζ) =


ζ − γj(z)

ζ − γj(w)
if γj ∈ E ,

ζ − γj(w)

ζ − γj(z)
if γj ∈ O.

The multipliers µj(z, ζ) in (40) are arranged in accordance with the increasing
level of γj. The function φ(z; β1, β2, . . . , βn) was constructed in [21] in the form

(42) φ(z; β1, β2, . . . , βn) =
n∑

m=1

βmωm(z),
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where

ωm(z) = ln

(
(z − am)

(∏
k 6=m

am − w∗(k)
ame− z∗(k)

)(∏
k1 6=m

∏
k 6=k1

am − z∗(k1k)
am − w∗(k1k)

)
(43)

×
∏
k1 6=m

∏
k2 6=k1

∏
k 6=k2

(
am − w∗(k1k2k)
am − z∗(k1k2k)

)
· · ·

)
.

The latter infinite product can be also written in the form

(44) ωm(z) = ln
∞∏

γj∈Km

µj(z, am).

The general solution of the Riemann-Hilbert problem (19) (or (20)) can be writ-
ten exactly by calculation of the derivatives ψ0(z) = ω′(z) by use of formula (34).
It depends on n arbitrary real constants βm. The explicit form of ψ0(z) is not
written here because the function ω(z) is needed for the conformal mapping.
Substitute ψ0(z) into (16) instead of Ω(z) which is equivalent to substitution of
ψ(z) into (17). Integration in (16) of the uniformly convergent series term by
term yields the function

(45) F (z; β1, β2, . . . , βn) =
∞∏
j=0

µj(z, ζ) ·
n∏

m=1

 ∞∏
γj∈Km

µj(z, am)

βm

.

Theorem 4. The function (45) yields the required conformal mapping when all
βm vanish

(46) f(z) =
∞∏
j=0

µj(z, ζ).

Proof. The function F (z; β1, β2, . . . , βn) is constructed on the basis of the gen-
eral solution ψ(z) of the Riemann-Hilbert problem (20) which contains the sin-
gularity function (13). Therefore, F (z; β1, β2, . . . , βn) contains the conformal
mapping (16). Hence, in order to prove the theorem it is sufficient to check that
all zeros and poles of the function (45) coincide with the zeros and poles of the
required conformal mapping if and only if all βm are equal to zero.

DeLillo et al. [9] used the Schwarz reflection principle to prove that all zeros
and poles of the conformal mapping f(z) are simple. The location of the zeros
and poles of f(z) is explicitly shown in formula (18). Demonstration that the
function (46) has the same zeros and poles as (18) is based on formulae (7)
and (11). Let µj(z, ζ) = (ζ−γj(z))/(ζ−γj(w)) be a multiplier of (46) with γj ∈ E
(see (41)). Then (7) implies that this multiplier has a simple zero at z = γe(ζ),
where γe(ζ) = γt(ζ∗(m)) belongs to E , and has a simple pole at z = γt(am), where

γt ∈ O′m. Similar arguments can be applied to µj(z, ζ) with γj ∈ O by use of (11)



588 V. Mityushev CMFT

to show that µj(z, ζ) has a simple zero at z = γs(am), where γs ∈ E ′m and has a

simple pole at z = γo(ζ), where γo(ζ) = γs(ζ
∗
(m)).

4. Discussion

It is worth noting that (46) implies the partial formula (18) after application
of (7) and (11). The essential difference between (18) and (46) is explicitly seen
if the functions µj(z, ζ) defined by (41) are transformed by (7) or by (11). For
instance, the transformed multiplier in (46)

(47) µj(z, ζ) =
z − γt(ζ∗(m))

w − γt(ζ∗(m))
· w − γt(am)

z − γt(am)
for γj ∈ E

corresponds to the multiplier in (18)

(48)
z − γt(ζ∗(m))

z − γt(am)
.

All such multipliers coincide only if w = ∞. However, this infinite point is
excluded from (17) in order to integrate the uniformly convergent series term
by term on a finite arc to construct the functions (45) and (46). So, the point
w = ∞ is unique for which the products (45) and (46) can be uniformly and
absolutely divergent. Uniformly, because an infinite arc of the integration is
taken; absolutely, because of the example presented in [1]. This complicated
situation can be illustrated by a simple example. Let the almost uniformly
convergent series

∑∞
n=1(n− z)−2, z /∈ N, be integrated term by term∫ z

w

∞∑
n=1

1

(n− t)2
dt =

∞∑
n=1

(
1

n− z
− 1

n− w

)
.

One can see that this series is convergent if and only if w 6=∞. This “unlucky”
infinity is sometimes taken as a fixed point in similar investigations by specialists
in complex analysis (see for instance Michlin’s study [17] about convergence of
Schwarz’s method [21]).

The conformal mapping (46) is constructed as a solution of the Riemann-Hilbert
problem by general formula (45) in order to extend the method of functional
equations presented in [18, 21]. The main advantage of the method is that
formulae (45) and (46) are given without any geometrical restriction on the
location of the circles Lk.

It is worth noting that the method can be effectively realized in computations
since it is based on the direct iterative scheme when the system of functional
equations (31) can be solved by successive approximations. This method can be
modified to look for the solution in the form of the series on multipliers of the
form rl

2|ak − am|−2 following [19]. This is equivalent to the truncated product
representation (46). The numerical implementation of the formula (46) is the
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same as that in [9] when absolute convergence takes place. It is interesting to
find an example of the domain D for which the product (18) uniformly (not
absolutely) diverges and simultaneously the product (46) uniformly converges.

Crowdy [7] proposed another general method to construct some important func-
tions of complex analysis. In particular, the conformal mapping discussed was
constructed in [8] in terms of the Schottky-Klein prime function. This result is
close to [9] because the Schottky-Klein prime function can be presented explicitly
by an infinite product for which convergence is known when a separation condi-
tion holds. It will be interesting to investigate the explicit representation for the
Schottky-Klein prime function in the general case via a Riemann-Hilbert prob-
lem. Now, it is not clear how to write an appropriate Riemann-Hilbert problem
for the Schottky-Klein prime function as was done by DeLillo et al. [9] for the
conformal mapping.

The same convergence question arises for the vector-matrix Riemann-Hilbert
problem. The proof of uniform convergence presented in [20] is wrong. It is cor-
rected in [22] where absolute convergence of the corresponding series was justified
when a separation condition holds. The general case was reduced via functional
equations to an infinite system of linear algebraic equations. Application of
the method of truncation to this infinite system yields a finite system of linear
algebraic equations and auxiliary functional equations which can be solved by
the absolutely convergent method of successive approximations. However, such
a method does not lead to an analytical form of the final formulae. So, the
uniform convergence of the Poincaré vector-matrix series for arbitrary multiply
connected domain needs further investigation.
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26. H. Poincaré, Oeuvres, Gauthier-Villart, Paris, v. 2 1916, v. 4 1950, v. 9 1954.
27. W. J. Prosnak Computation of Fluid Motions in Multiply Connected Domains, Braun,

Witzwort, 1987.
28. E. Wegert Nonlinear Boundary Value Problems for Holomorphic Functions and Singular

Integral Equations, Akademie-Verlag, Berlin, 1992.
29. R. Wegmann, Constructive solution of a certain class of Riemann-Hilbert problems on

multiply connected circular domains, J. Comput. Appl. Math. 130 (2001), 139–161.
30. E. I. Zverovich, Boundary value problems of analytic functions in Hölder classes on Rie-
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